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Introduction 
 

Ontologies are a modern direction in the field of artificial intelligence. In the 

general sense, ontology can be characterized as a special type of knowledge base or as 

a “specification of conceptualization” of a particular subject area. This implies that 

within a specific location, based on the classification of basic terms, key concepts are 

highlighted and the relationships between them are determined. In the future, the 

ontology can be represented in the form of a graphical model or described using formal 

languages, which is the process of creating an ontology specification. Ontological 

knowledge bases are a powerful tool for organizing and processing large amounts of 

information. They allow you to formalize knowledge in the form of a clear structure, 

where each element of the base has a clearly defined meaning, properties, and 

relationships with other components. They are handy for working with data that has a 

complex hierarchical or relational structure, as is often the case when analyzing thermal 

portraits of targets. 

The development of an ontological knowledge base of thermal portraits of targets 

is a crucial and advanced step in the development of modern technologies, with a broad 

range of applications across various fields of human activity, making it a highly 

relevant task. 

In the context of modern military conflicts, the effective detection and 

identification of targets are key aspects for the successful performance of combat 

missions. In particular, in conditions of limited visibility, such as nighttime, fog, or 

smoke, traditional observation methods become ineffective. Thermal imaging 

technologies enable the detection of thermal signatures from objects, significantly 

improving the accuracy of determining the position and characteristics of targets. The 

development of an ontological knowledge base of thermal portraits of military 

equipment enables the creation of a generalized and structured representation of 

knowledge about the thermal properties of various types of equipment, contributing to 

faster and more accurate target identification. 

Due to the intensive development of WMD, there is a need to create new systems 
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for their identification, since classical methods no longer provide the necessary level 

of reliability and efficiency in solving this problem. The development of a new 

approach to WMD identification is a significant and promising task in enhancing 

Ukraine's defense capabilities. For such identification, it is necessary to develop an 

ontological knowledge base of thermal portraits of targets. The primary advantage of 

infrared thermal imaging cameras is their ability to visualize the surrounding world and 

specific objects, regardless of illumination levels (even in complete darkness) and 

weather conditions. 

Thanks to the use of machine learning technologies based on the developed 

ontology, it is possible to develop a software module for identifying targets using 

panoramic thermal imaging cameras. This information system will be a competitive 

analogue to systems created on the global market and will also have specific 

advantages over existing systems, such as the accuracy of automatic location 

determination (through the use of the 3D triangulation method of infrared images) and 

higher performance (through optimal adjustment of the thermal map update period in 

the ontological knowledge base). 

It should be added that, when analyzing the promising development of a new 

generation of tanks in the world's leading countries, the following main design features 

can be identified: 

• The design and configuration of tanks provide for the placement of modern 

reconnaissance and strike capabilities. 

• Tank improvements are based on modular design solutions, automation of fire 

control, protection, and mobility processes, increased survivability and 

autonomy, improved ergonomics, and the introduction of artificial 

intelligence elements into tank designs. 

• Equipped with powerful weapon systems, night vision devices, laser 

rangefinders, angle measurement systems, laser beam control channels, 

integrated sights with five optical channels, and different operating 

wavelengths, and thermal imaging sighting systems. 

Today, thermal imaging sighting systems are widely used in the fire control 
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systems of tanks, infantry fighting vehicles, and armored personnel carriers in the 

armies of the world's leading countries. 

In the modern world, new technologies are developing rapidly, and their 

implementation in various fields of activity, particularly in the military, is becoming 

increasingly important. In particular, this concerns the use of modern services and tools 

for recognizing enemy weapons and military equipment. Such technologies can 

significantly improve the efficiency of reconnaissance, monitoring, and control of 

combat operations. One of the key areas is the use of advanced sensor technologies, 

including thermal imagers, infrared cameras, drones equipped with high-precision 

sensors, and crewless aerial vehicles.  

They enable surveillance of the territory, detection of moving objects, and 

identification of thermal signatures characteristic of military equipment. The 

integration of such technologies into military strategies enables the acquisition of 

accurate information about the enemy’s location and the timely detection of potential 

threats. In addition, the latest services based on artificial intelligence and machine 

learning provide automatic recognition of objects in thermal images and video, 

allowing you to quickly identify types of equipment and determine their characteristics, 

such as engine temperature, dimensions, and other parameters. This significantly 

reduces the time required for data analysis, allowing you to make decisions in real-time 

quickly.  

By integrating such tools into intelligence and control systems, it is possible to 

significantly enhance the accuracy and speed of response to battlefield changes, 

thereby increasing the chances of success in combat conditions. Military systems using 

these technologies can effectively monitor large areas, as well as interact with other 

combat units, maintaining synchronization of actions and providing operational 

support in high-stress conditions. Thus, the latest technologies are becoming 

indispensable tools in the military sphere, contributing not only to improving the 

effectiveness of surveillance but also to ensuring higher accuracy in recognizing and 

identifying enemy equipment. They open up new opportunities for analysis and 

decision-making, which is a crucial factor in achieving a strategic advantage. 
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Methods and means of creating ontologies can be used to detect, analyze, and 

recognize thermal portraits of targets, particularly for identifying and monitoring 

enemy weapons and military equipment. In this context, a key feature is the high speed 

of processing thermal images, which enables a timely response to threats. 

Information systems methods aimed at developing and creating systems capable 

of automatically collecting, processing, and classifying data from various sources 

(thermal imagers, radars, optical cameras). This includes creating architectures for 

systems that integrate machine learning and deep learning technologies for automated 

analysis of thermal images. 

Ontology engineering involves creating ontologies for structuring knowledge in 

the form of graphical models or formal languages. This enables you to organize and 

classify data, enhancing the efficiency of analyzing thermal portraits of targets and 

providing a high level of integration and automation of processes. 

Data analysis uses statistical and machine learning methods to process large 

volumes of thermal images. This includes the use of filtering, classification, and data 

integration methods to achieve high accuracy of object identification. 

Deep learning methods utilize neural networks for automatic learning on large 

datasets, allowing systems to adapt to new types of objects and changes in observation 

conditions. Particular attention is paid to the use of convolutional neural networks, 

which provide high accuracy of thermal image classification. 

Artificial intelligence technologies integrate and automate the analysis of thermal 

portraits. This includes the use of algorithms for learning, optimization, and prediction, 

which allows for achieving high accuracy of target detection under conditions of 

limited visibility. 

The project proposes a new approach to developing an ontological knowledge 

base of thermal portraits, which enables not only the collection and systematization of 

data on various types of equipment but also the provision of their in-depth 

understanding and interpretation through the integration of advanced artificial 

intelligence methods. Such a system allows for the automatic identification of military 

objects by their thermal characteristics, determines their type, size, and location, and 
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predicts their behavior based on the analysis of past patterns. In addition, the use of 

ontology enables the effective processing of large volumes of data in real-time, 

ensuring a high speed of response to changing situations on the battlefield. 
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CHAPTER 1 
APPROACHES TO THE CLASSIFICATION OF THERMAL PORTRAITS 

OF MILITARY TARGETS 
 

The development of thermal portraits of targets is an important aspect in security 

systems, military technologies, energy, and medical diagnostic systems. The use of an 

ontological knowledge base allows for the structuring and automation of thermal data 

analysis, ensuring faster identification of objects based on their thermal characteristics 

and increased analysis accuracy through the integration of a large amount of 

knowledge. 

With the development of technology, there is a growing demand for intelligent 

surveillance systems that provide a high level of automation and accuracy in various 

fields. One important area is the development of thermal portraits of targets, which 

have a wide range of applications in security and military technologies. 

Thermal portraits are unique to each object, as temperature and thermal 

characteristics depend on various factors, such as the physical properties, environment, 

and activity of the object. The use of thermal imagers to create these portraits allows 

objects to be identified, observed, and analyzed even in conditions of limited visibility, 

such as darkness, smoke, or fog. 

Thermal portraits of targets are based on unique thermal characteristics that can 

be used to identify objects. Each object—whether a person, vehicle, building, or other 

structure—has its own specific temperature properties. These properties depend on a 

number of factors, such as: 

• Physical properties of the object: different materials from which objects are 

made have different abilities to retain heat, which creates specific thermal 

reflections. 

• Environment: Ambient temperature and weather conditions such as wind, 

humidity, or solar heat can affect the temperature of an object and, 

accordingly, its thermal characteristics. 

• Object activity: The activity of an object, such as movement or processes 

related to its operation, can change its thermal profile, for example, heating 
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up from the operation of engines or human activity. 

These factors together create a unique thermal profile, or thermal portrait, which 

can be captured and analyzed using thermal imaging cameras. 

A military thermal imager is a specialized optical device designed to detect, 

monitor, and analyze objects using their thermal radiation. In modern combat 

conditions, where speed and accuracy of decision-making are important, such devices 

have become indispensable. They enable military units to conduct reconnaissance, 

detect the enemy, and observe the terrain in conditions of limited visibility, particularly 

at night. 

The main purpose of a military thermal imager is to detect thermal signals emitted 

by people, equipment, or other objects. The device is capable of displaying temperature 

contrasts on the screen, which makes it possible to quickly respond to changes in the 

situation. Modern thermal imager models can be integrated with other surveillance 

systems, which significantly increases their effectiveness. 

The principle of operation of a military thermal imager is based on the detection 

of infrared radiation emitted by objects depending on their temperature. All living 

organisms and equipment emit heat, which makes them visible to a thermal imager 

even in difficult conditions, such as thick smoke or darkness. 

The thermal imager's operation involves several stages: 

• Infrared radiation collection: the thermal imager captures the thermal 

signals emitted by objects. 

• Signal processing: the received signals are processed by a processor, which 

converts them into a visual image. 

• Visualization: a color image is formed on the screen, where warm objects 

are displayed in bright colors and cold objects in darker colors. 

This process allows the military to quickly detect the enemy, even if they are at a 

great distance or in well-protected positions. 

When choosing a military thermal imager, it is extremely important to pay 

attention to its technical characteristics, as they determine the effectiveness of the 

device in real combat conditions. One of the key parameters is resolution: the higher it 



Intelligent methods for building an ontological knowledge base for classifying thermal portraits of targets                    

                                      ISBN  978-3-98924-119-0  MONOGRAPH                                                                                                       12 

is, the clearer and more detailed the image will be, and thus the operator's ability to 

recognize small targets and distant objects will increase. Equally important is the 

sensitivity of the thermal imager — an indicator that determines its ability to detect the 

slightest temperature fluctuations. In difficult situations, where the enemy may be 

camouflaged or partially obscured by obstacles, it is high sensitivity that makes it 

possible to detect the target. 

Detection range is another key parameter: it shows the maximum distance at 

which the thermal imager can see an object, which is especially important for 

observation posts, reconnaissance, and patrolling the territory. The viewing angle is no 

less important. A wide field of view allows you to monitor a larger area, reducing the 

risk of missing danger from the flanks or rear. Military equipment must operate in rain, 

fog, dust, and temperature fluctuations, so protection from moisture and dust is critical. 

A sturdy housing with sealed joints ensures reliable operation of the device even in the 

worst weather conditions. 

Thanks to their technical parameters, military thermal imagers have a number of 

advantages that make them indispensable in modern combat operations. They are not 

dependent on the level of illumination and are capable of operating in complete 

darkness, giving the military a significant advantage at night. The accuracy of thermal 

imagers makes it easy to detect the enemy due to their ability to detect the slightest 

temperature changes, which is especially important when observing enemy movements 

or searching for camouflaged objects. In addition, thermal imaging devices 

demonstrate high efficiency in difficult climatic and tactical conditions: smoke, heavy 

rain, snow, or fog have virtually no effect on their performance, whereas conventional 

optics become almost useless in such situations. 

The versatility of thermal imagers allows them to be used in a wide range of 

military tasks, from surveillance and patrolling to supporting assault operations. 

Modern models have intuitive interfaces, allowing military personnel to quickly master 

their use in the field without wasting time on complex settings. As a result, thermal 

imagers have become important tools that significantly increase the response speed, 

decision-making accuracy, and overall effectiveness of military units. 
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The scope of application of thermal imagers in military affairs is extremely wide. 

In reconnaissance operations, they allow the enemy to be detected at considerable 

distances, which increases situational awareness and helps to plan further actions 

taking into account the real situation. In special operations, where silence, speed, and 

minimal visibility are important, thermal imaging cameras are indispensable, allowing 

soldiers to avoid ambushes and quickly find key targets. For monitoring territory, 

thermal imaging cameras provide constant surveillance of strategically important 

objects, perimeters, and equipment, and also help prevent intrusions. 

Their use in the training of military personnel occupies a special place. Thermal 

imagers allow you to simulate various tactical situations, practice observation, 

detection, and assessment skills, which increases the level of personnel training. Thus, 

military thermal imagers combine high technological capabilities, reliability, and 

versatility, making them key tools in modern defense infrastructure. 

These areas confirm the importance of thermal imaging cameras for modern 

military operations. Today, the development of thermal imaging technology plays an 

important role in various fields, particularly in the military industry, where it is used to 

solve specific tasks related to monitoring and control. At the same time, there is a lack 

of systematic information , which limits the possibilities for a comprehensive and 

balanced solution to these tasks. In addition, there are different approaches to solving 

problems in the thermal imaging technology market, where experts are trying to find 

the optimal balance between technical capabilities and financial aspects. 

Thermal imaging is based on the analysis of thermal radiation from bodies, which 

allows objects to be detected by their thermal field. Although this radiation is invisible 

to the eye, it can be detected using special thermal imagers. The spectrum of radiation 

emitted by objects varies, and IR radiation, due to its longer wavelength, has the ability 

to penetrate the atmosphere, but is also attenuated by various atmospheric obstacles 

such as water, carbon dioxide, ozone, and other gases. 

There are two main classes of thermal imagers: cooled and uncooled. Cooled 

thermal imagers operate in the mid-wave range (3-5 μm) and require cryogenic cooling 

to ensure adequate sensitivity (Fig. 1.). They are used when high sensitivity to 
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temperature differences and high resolution are required. However, they are expensive 

, require large amounts of energy, and have mobility limitations. 

 

 
Fig. 1 - Spectra of visible and IR electromagnetic radiation 

 

Uncooled thermal imagers operating in the long-wave range (7-14 μm) are less 

sensitive to temperature changes, but they are highly resistant to interference and 

natural atmospheric conditions such as smoke or fog. They are smaller, less expensive, 

and provide a faster transition to operating mode. However, to ensure the necessary 

efficiency, they require more powerful lenses, which increases the demands on the 

optics. 

Thus, the choice between a cooled and uncooled thermal imager depends on the 

specific tasks. For many applications, such as medium-range surveillance, uncooled 

thermal imagers may be a more cost-effective option, as they provide sufficient 

performance for less money. However, for specialized tasks, particularly military 

applications such as aviation or long-range surveillance, cooled thermal imagers 

remain essential. 

In Fig. 2, which shows LWIR (uncooled thermal imager) and MWIR (cooled 

thermal imager), you can see the effect of interference caused by engine exhaust and 

complex natural atmospheric conditions, which make it difficult for cooled thermal 

imagers to recognize objects. This effect is explained by the increased spectral 
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sensitivity of cooled thermal imagers in the mid-wave range, which makes them more 

susceptible to the absorption of infrared radiation from gases such as carbon monoxide 

and nitrogen. On the other hand, uncooled thermal imagers, operating in the long-wave 

range, are less sensitive to such interference, since the absorption of these gases has a 

much smaller effect on transparency in this range. This makes uncooled thermal 

imagers more effective in poor atmospheric conditions, such as fog, smoke, or engine 

exhaust. 

 

 
Fig. 2 - LWIR (uncooled thermal imager) and MWIR (cooled thermal imager) images 

 

Cooled and uncooled thermal imagers differ significantly in design and 

component composition, and each has its own advantages and disadvantages, which 

determine their areas of application and economic feasibility in different fields. Cooled 

thermal imagers allow for greater distances for detecting and recognizing objects, but 

they are more sensitive to various interferences and difficult natural conditions. In 

addition, their high cost and need for regular maintenance make them less cost-

effective for some applications.  

In contrast, uncooled thermal imagers provide a viewing range of up to 10 km and 

are more resistant to external factors such as smoke, fog, or engine exhaust. They are 

significantly less expensive, making them more cost-effective for many applications. 

The identification and classification of thermal portraits of targets, which can vary 
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significantly in shape, intensity of thermal radiation and nature of spatial temperature 

distribution, is an extremely complex task. An additional problem is the variability of 

the quality of input data, in particular thermal or infrared images, which often contain 

noise, artifacts or limited resolution. This requires a sufficient amount of representative 

data and the use of intelligent processing methods capable of ensuring the correct 

semantic description of targets and the integration of knowledge within the ontological 

model. 

In the context of thermal image processing, several basic types of computer vision 

tasks are traditionally distinguished: 

• Classification; 

• Localization; 

• Object detection (one-stage and two-stage); 

• Segmentation (semantic, instance, panoptic); 

• Object tracking in dynamics; 

• Classification of thermal images. 

Classification involves determining the probability of a thermal portrait belonging 

to a certain category (for example: “person”, “heated vehicle”, “technical object”, 

“background infrastructure”). This method is the basic stage of the formation of 

ontological classes, as it allows identifying the key properties of the object necessary 

for further formalization in the ontology. 

The localization task is aimed at determining a specific area of the image where 

the thermal object is located. This provides binding of semantic descriptions to spatial 

coordinates and allows to form ontological relations of the type “object is in the 

region”, “object crosses the segment boundary”, etc. 

Unlike simple localization, detection simultaneously performs classification and 

determination of the location of the object, which makes it a universal tool for 

automated obtaining of structured facts that can be integrated into the knowledge base. 

There are two main approaches: 

1. Two-stage detection (R-CNN and derivatives) - involves preliminary 

formation of regions of interest, which provides high accuracy, important 
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for the formation of reliable elements of the ontological model. 

2. One-stage detection (YOLO, SSD) - works faster, which allows it to be 

used in modes with limited computing resources or during streaming 

processing of thermal data, for example, in monitoring systems. 

Segmentation allows not only to identify an object, but also to determine its shape 

and precise boundaries. This is critically important for building ontological descriptors 

that describe the structural and morphological characteristics of targets. 

Main types of segmentation: 

1. Instance - highlights the boundaries of each individual thermal object; 

allows you to create unique individual ontological representations. 

2. Semantic - classifies each pixel, but without separating objects of the same 

class; useful for forming general ontological categories. 

3. Panoptic - combines the two previous methods, providing the most 

complete semantic and spatial information to supplement the knowledge 

base. 

Tracking is an extension of the detection task, as it allows you to describe the 

dynamic properties of targets. The obtained data can be used to create ontological 

relations such as “moves with a trajectory”, “changes thermal intensity”, 

“approaches/removes from the region of interest”. Methods based on the Kalman filter 

or neural network trackers are usually used. 

Thus, for most tasks at "over-the-horizon" ranges (up to 7,200 m), for example, 

for sights and observation systems of linear combat vehicles (tanks, APCs, IFVs), 

infantry units, or anti-tank missile systems, uncooled thermal imagers are quite 

sufficient. They are also suitable for use in special operations forces and close 

reconnaissance. However, for tasks such as long-range reconnaissance, aviation, target 

designation, coordination of subordinate units, as well as for use in naval and riverine 

environments, where greater distance and accuracy of observation are required, it is 

more appropriate to use cooled thermal imagers. 

The use of thermal imagers for the creation and analysis of thermal images plays 

a crucial role in a wide range of operational and analytical tasks. Thermal imaging 
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technology enables reliable identification of objects even in conditions of significantly 

reduced visibility, such as at night or in the presence of smoke, fog, or other 

atmospheric disturbances. This capability is particularly important in military 

environments, where early detection of personnel, equipment, or concealed positions 

can be decisive. Unlike conventional optical devices, thermal imagers do not depend 

on ambient light, which allows them to reveal targets that would otherwise remain 

hidden. 

Another important application of thermal imaging is continuous surveillance. 

Thermal cameras make it possible to monitor extensive territories or specific objects 

without compromising operational stealth. They are therefore commonly used to secure 

perimeters of military bases, industrial zones, or critical infrastructure facilities such as 

oil and gas terminals. By capturing heat signatures, thermal sensors provide persistent 

situational awareness regardless of lighting conditions or obstacles that might interfere 

with optical systems. 

Thermal imaging also supports advanced analysis of object behavior. Because 

thermal characteristics change depending on activity, these images provide valuable 

insights into both the state and dynamics of objects. For instance, an increase in the 

temperature of machinery can indicate its operation or overload, while variations in 

human thermal signatures may reflect movement, stress, or interaction with the 

environment. Thus, thermal portraits offer not only a snapshot of the object but also a 

means to interpret its ongoing behavior. 

The advantages of using thermal portraits stem largely from their reliability and 

versatility. One of the primary benefits is the high accuracy they deliver in conditions 

where traditional observation tools are ineffective. This is vital in scenarios that 

demand immediate response and precise identification, such as military engagements, 

search-and-rescue operations, or emergency management. 

Thermal imaging also supports a high degree of automation. When integrated with 

artificial intelligence and machine learning techniques, thermal surveillance systems 

can autonomously identify objects, classify targets, and detect anomalies by comparing 

new observations with existing knowledge bases. This facilitates real-time decision-



Intelligent methods for building an ontological knowledge base for classifying thermal portraits of targets                    

                                      ISBN  978-3-98924-119-0  MONOGRAPH                                                                                                       19 

making and reduces the need for constant human supervision. 

Finally, thermal portraits are widely applicable beyond military and security 

contexts. In the energy sector, thermal imaging is used to detect heat loss or identify 

faulty components in power systems. In medicine, it enables non-invasive detection of 

temperature anomalies that may indicate inflammation or vascular disorders. Thus, the 

use of thermal imagers provides a universal and powerful tool for observation, analysis, 

and diagnostics across diverse domains. 

The development of thermal portraits of targets using thermal imagers is an 

important area for improving the effectiveness of intelligent surveillance systems. They 

enable accurate identification, observation, and analysis of objects based on their 

thermal characteristics, even in conditions of limited visibility. Technologies that use 

thermal portraits are driving innovation in many areas, including security, defense, 

energy, and medicine. 

The classification of thermal portraits of weapons and military equipment targets 

is an important area of military technology, as it allows for the effective identification 

and differentiation of various objects based on their thermal characteristics. The main 

innovative approaches to the classification of thermal portraits include the use of 

modern technologies of machine learning, image processing, and deep learning, which 

allow achieving high accuracy and speed in real time. 

The use of machine learning and deep learning algorithms, in particular neural 

networks, is one of the most promising approaches to thermal portrait classification. 

Technologies such as CNN (Convolutional Neural Networks) allow the detection of 

complex patterns and specific thermal characteristics of objects that may be invisible 

to traditional image processing methods. By training on large datasets, neural networks 

can accurately classify different types of military objects based on their infrared 

thermal signatures. Machine learning, especially deep learning, has become a 

revolutionary approach in the field of image analysis, particularly thermal imaging. 

Thanks to their ability to detect complex patterns in data, neural networks such as 

CNNs have achieved significant success in classifying thermal portraits of military 

equipment. 
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So, the initial stage, and at the same time the most important in this work, is the 

creation and replenishment of the dataset, which involves searching for various images 

of fortifications from the sources that were already listed above. Thousands of video 

and photo materials were analyzed from sources such as social networks and pages 

with the corresponding to the image collection. It is worth noting right away that this 

part took the most time, approximately 90% of the work. 

The main objects for localization in the dataset are mainly systems of trenches, 

dugouts, caponiers and trenches, which, as already noted, will be perceived as one 

single class, since they not only play a similar role in defense or are directly part of one 

fortification system, but also in the image frame it is difficult to recognize them as a 

separate type of field fortification. 

As a result, the dataset, although it consists of virtually one class, its peculiarity 

lies in the fact that the images of fortifications are completely diverse. This set consists 

of more than a thousand images for training, more than 300 images for validation and 

about 40 images for testing. Although they were collected with the rule that the trench 

was photographed only from above, there are many other parameters that need to be 

taken into account.  

Therefore, the following problems arose during the data collection process: 

1. The environment of the fortification and its appearance; 

2. Weather, place and time of shooting; 

3. Specifics of uploading an image with a fortification; 

4. Shooting quality and angle. 

Unlike traditional image processing methods, where features are selected 

manually, neural networks learn to identify the most important features without human 

intervention. This allows them to detect subtle differences that may be invisible to the 

human eye. 

Thermal images often contain complex nonlinear relationships between pixels. 

Deep neural networks are capable of modeling such relationships, which allows for 

high classification accuracy. Deep networks can be adapted to different types of data 

and tasks, making them a versatile tool for analyzing thermal images. CNNs are the 
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most common type of neural network for computer vision tasks. They are particularly 

well suited for image analysis due to their ability to detect local features. 

A large set of thermal images of various military objects is collected. Each image 

is annotated with the corresponding class (e.g., tank, BMP, artillery unit). A CNN 

architecture suitable for the task of thermal image classification is created. You can use 

ready-made models (e.g., ResNet, VGG) or develop your own. The model is trained 

on the dataset using the backpropagation algorithm. After training, the model is 

evaluated on a test dataset to determine its accuracy. The best model is integrated into 

the system for real-time use. 

CNNs are capable of achieving high classification accuracy even under difficult 

conditions (e.g., in the presence of noise, interference, or small object sizes). CNNs 

can detect objects regardless of their size, rotation, or scale. The classification process 

can be fully automated, allowing large amounts of data to be processed. Large and 

diverse datasets are required to train effective models. Thermal images can vary greatly 

depending on weather conditions, time of day, and other factors. It is necessary to 

develop models that are resistant to enemy attacks, such as data substitution or the 

creation of misleading images. In the future, we can expect further development of 

deep learning methods, which will allow us to solve more complex tasks, such as 

tracking moving objects, determining their types, and evaluating their tactical and 

technical characteristics. 

Thermal image classification systems can be integrated with other control and 

decision-making systems, allowing to create more efficient and intelligent systems. 

Deep learning, in particular CNN, is a powerful tool for classifying thermal images of 

military equipment. Thanks to its capabilities, this approach opens up new prospects 

for the development of surveillance and reconnaissance systems. However, to achieve 

even greater success, it is necessary to continue research in this area, in particular, to 

develop new neural network architectures, create large datasets, and develop methods 

of protection against attacks. 

Choosing the optimal Convolutional Neural Network (CNN) architecture for 

classifying thermal images is a critical step in the development of computer vision 
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systems, especially in areas such as the defense industry. Each architecture has its 

strengths and limitations that affect accuracy, training speed, and computational 

resources. 

For small datasets, models with fewer parameters may be more effective to avoid 

overfitting. For complex tasks, such as object recognition in low visibility or in the 

presence of noise, more powerful models may be required. Limited computational 

resources may require the use of simpler models or model compression techniques. In 

real-world systems, image processing speed can be critical, requiring the use of lighter 

models. 

Several convolutional neural network (CNN) architectures have become widely 

used in the classification of thermal images, each offering specific advantages 

depending on the complexity of the task and the available computational resources. 

Early architectures such as LeNet represent some of the first successful CNN designs. 

Although LeNet demonstrated high effectiveness in recognizing handwritten digits and 

other relatively simple patterns, its limited depth and representational capacity make it 

insufficient for more complex tasks such as the classification of thermal portraits, 

where subtle temperature variations and irregular object contours must be captured. 

A significant breakthrough in deep learning came with AlexNet, one of the first 

deep neural networks to achieve outstanding results in the ImageNet competition. With 

a larger number of convolutional layers and filters, AlexNet is capable of extracting 

more complex and abstract features from images, making it far more suitable for 

thermal image analysis than earlier models. However, as the field advanced, 

researchers developed deeper and more structured architectures such as the VGG 

family, known for their uniform structure and considerable depth. Although VGG 

models provide improved accuracy in many computer vision tasks, they require 

substantial computational resources, which may limit their practicality for real-time 

thermal image processing. 

More modern architectures, such as ResNet, introduced the concept of residual 

connections, allowing networks to be trained at unprecedented depths without 

encountering the vanishing gradient problem. For thermal image classification—where 
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minute differences in texture and temperature distribution are critical—ResNet models 

often achieve high accuracy while maintaining training stability. A related 

advancement is the DenseNet architecture, which employs dense connectivity patterns 

so that information from earlier layers is reused throughout the network. This enables 

more efficient feature propagation and reduces the number of parameters, making 

DenseNet particularly effective in capturing detailed thermal patterns. 

Other families of models focus on balancing performance with computational 

efficiency. The EfficientNet architecture scales depth, width, and resolution in a 

principled way, producing models that achieve strong performance even under 

resource constraints. This makes EfficientNet a suitable choice for systems that must 

process large volumes of thermal imagery while maintaining efficiency. In contexts 

where computational resources are limited even further—such as portable thermal 

imaging devices or embedded systems—MobileNet models offer an effective solution. 

Their lightweight design allows for real-time inference on mobile hardware, making 

them particularly advantageous for field applications where mobility and low power 

consumption are essential. 

Together, these CNN architectures form a spectrum of solutions for thermal image 

classification tasks, enabling the selection of an optimal model depending on accuracy 

requirements, hardware limitations, and the complexity of thermal patterns 

characteristic of military targets. 

The larger and more diverse the dataset, the more complex the model that can be 

used. Critical applications may require high accuracy, which necessitates the use of 

more complex models. If image processing speed is critical, lighter models should be 

used.  

Using models pre-trained on large datasets (e.g., ImageNet) can significantly 

speed up the training process and improve results.  

Increasing the number of training images using various transformations (rotation, 

scaling, noise) can improve the generalization ability of the model.  

The use of regularization methods (L1/L2 regularization, dropout) can help avoid 

overfitting. 
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Table 1 - L1 and L2 regulatization comparison 

L1 regulatization L2 regulatization 

Sum of absolute value of weights Sum of square of weights 

Sparse solution Non-sparse solution 

Multiple solutions One solution 

Buildt-in feature selection No feature selection 

Robust to outliers Not robust to outliers 

 

In the context of classifying thermal portraits of military targets, one of the key 

challenges in building reliable machine learning models is avoiding overfitting. 

Overfitting occurs when a model learns the training data too precisely, including 

random fluctuations, noise, and artifacts inherent in thermal imagery. Because thermal 

data often contains sensor noise, atmospheric distortions, and temperature anomalies, 

an overfitted model may incorrectly treat these distortions as meaningful features. As 

a result, such a model performs well on the training samples but fails to correctly 

classify new thermal images of real battlefield objects. This leads to high variance and 

poor generalization, which is critical in military tasks where systems must reliably 

distinguish between different types of targets—such as armored vehicles, infantry, or 

concealed equipment—under changing conditions. 

Overfitting is especially common in non-linear and non-parametric algorithms, 

including deep neural networks used for thermal signature analysis. These models have 

a high degree of freedom, enabling them to construct overly complex decision 

boundaries that do not correspond to real physical characteristics of military targets. In 

the classification of thermal portraits, this may result in unrealistic models that 

misinterpret background noise, reflections, or sensor artifacts as structural features of 

targets. 

Conversely, underfitting represents the opposite problem: the model is too simple 

to capture the essential thermal patterns of military objects. An underfitted system fails 

to learn the characteristic temperature distributions, silhouettes, and radiometric 

signatures that distinguish various military targets. As a result, it cannot accurately 
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identify the dominant trends in thermal imagery, which is unacceptable for defense 

applications where early detection and correct classification directly influence 

operational decisions. 

To address overfitting in the classification of thermal portraits, several techniques 

are commonly used. Regularization methods, such as L1 (lasso) and L2 (ridge) 

regularization, constrain model complexity by penalizing large coefficients. This 

prevents the model from overemphasizing minor variations in thermal data and helps 

it focus on stable, physically meaningful features of targets. L2 regularization gradually 

shrinks weight values toward zero while preserving their structure, whereas L1 

regularization can push weights all the way to zero, effectively removing irrelevant or 

noisy features learned from thermal images. 

Another widely used technique is dropout, which introduces stochasticity during 

training by randomly deactivating a portion of neurons in the neural network. This 

prevents the model from becoming overly dependent on specific feature combinations 

that might appear only in certain thermal conditions, such as a particular type of 

atmospheric noise or sensor distortion. By reducing the interdependence of network 

units, dropout encourages the development of more robust and generalizable 

representations of thermal targets. However, networks trained with dropout often 

require more training epochs to converge. 

Together, these approaches help create classification models that generalize well 

across varied battlefield environments and sensor types. Preventing overfitting ensures 

that systems trained on thermal portraits remain reliable when encountering new 

operational scenarios, different weather conditions, or evolving military technologies. 

This robustness is essential for developing effective automated recognition systems 

that support surveillance, targeting, and threat assessment based on thermal imaging. 

Choosing the optimal CNN architecture for thermal image classification is a 

challenging task that requires a deep understanding of both deep learning theory and 

data specifics. By carefully analyzing system requirements and experimenting with 

different architectures, high classification accuracy can be achieved. 

 



Intelligent methods for building an ontological knowledge base for classifying thermal portraits of targets                    

                                      ISBN  978-3-98924-119-0  MONOGRAPH                                                                                                       26 

Table 2 - Comparison of convolutional neural network architectures 

Architecture Advantages Disadvantages Notes 

LeNet Simple, fast Low accuracy for 

complex tasks 

Suitable for small 

data sets 

AlexNet High accuracy Requires a lot of 

computing resources 

Classic model, but 

may be outdated 

VGG Deep, expressive High computational 

costs 

Good choice for 

large datasets 

ResNet Allows training 

of deep networks, 

high accuracy 

Can be difficult to 

configure 

One of the most 

popular 

architectures 

DenseNet Efficient use of 

information, high 

accuracy 

May be more 

difficult to train than 

ResNet 

- 

EfficientNet Optimal balance 

between accuracy 

and 

computational 

complexity 

May be less effective 

for very complex 

tasks 

Excellent choice 

for mobile devices 

MobileNet Very lightweight, 

fast 

May have lower 

accuracy than more 

complex models 

Ideal for 

embedded systems 

 

Histogram of Oriented Gradients (HOG) is a powerful image processing method 

used to extract features, particularly useful for object recognition tasks. This method is 

based on the analysis of pixel brightness gradients, which allows describing the texture 

and shape of objects in an image. 

First, the image is divided into small cells. For each pixel in a cell, a gradient is 

calculated that indicates the direction of the fastest change in brightness and its 

magnitude. For each cell, a histogram is created that describes the distribution of 
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gradients by direction. Each bin of the histogram corresponds to a specific range of 

directions. To reduce the impact of changes in lighting and contrast, the histograms are 

normalized. The normalized histograms of the cells are combined into larger blocks, 

and a feature vector is calculated for each block. This vector is the object descriptor. 

HOG methods are resistant to changes in lighting, which is an important property 

for thermal images, where brightness can vary greatly. HOG captures the textural 

characteristics of objects well, which is key to recognizing different types of military 

equipment. HOG descriptors are quite resistant to changes in scale, rotation, and minor 

deformations. 

For objects with complex geometry or large internal variations, HOG may not 

provide sufficient accuracy. HOG can be sensitive to strong noise in the image, which 

can lead to misclassification. HOG works with grayscale images and does not use color 

information, which can be useful for some tasks. 

Although HOG is a powerful method, it has its limitations. Modern deep learning 

methods, such as Convolutional Neural Networks (CNN), allow for the automatic 

learning of more complex and abstract image features. 

HOG as the first layer: HOG descriptors can be used as input to CNNs, combining 

the advantages of traditional image processing methods and deep learning. 

Using HOG for preprocessing: HOG can be used to preprocess images before 

feeding them into CNN, which can improve the quality of learning. 

HOG is an important tool for image processing and can be effectively used for 

classifying thermal portraits. However, for best results, it is recommended to combine 

HOG with modern deep learning methods. 

Based on the results of the initial research analysis, a flexible preprocessing 

pipeline was developed that allows for the automation of thermal image processing 

before further clustering. An important feature of this pipeline is the ability to flexibly 

adjust parameters at each stage, which allows the process to be adapted to different 

input data characteristics and segmentation requirements. 

The first step in the pipeline is to load the image from disk. For this purpose, the 

standard cv2.imread function is used, which reads the image in BGR format. For 
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further processing, the image is immediately converted to RGB format, since it is in 

this color space that it is more convenient to work with pixel values in the context of 

heat maps. In addition, an image in HSV format is additionally formed, which allows 

for further flexible selection of features for clustering. 

One of the important problems when working with thermal images is the presence 

of noise caused by both the thermal imaging process itself and the image compression 

in JPG format. To reduce the impact of noise artifacts on the clustering results, the 

pipeline provides for the use of Gaussian blur. The blur level is set by the blur_level 

parameter and can be changed for experiments with different smoothing qualities. 

Using Gaussian blur allows you to suppress small-scale noise and emphasize large 

temperature regions in the image. 

The next step is to crop the upper part of the image. This is an important step, 

since thermal imaging cameras often display service information (for example, 

temperature, time, sight marks) in the upper part of the frame. Saving this area leads to 

the appearance of artificial clusters during clustering, which do not carry any useful 

information. Therefore, the pipeline provides the crop_top parameter, which allows 

you to flexibly specify the number of rows for clipping. 

After preprocessing, a set of features is formed for each pixel of the image. For 

this, a coordinate grid (x, y) is constructed, which allows you to take into account the 

spatial structure of the image during clustering. In addition to the coordinates of each 

pixel, the values of the selected color channels are added. An important feature of the 

implemented pipeline is the ability to flexibly choose which channels will be used for 

clustering. The 'R', 'G', 'B', 'H', 'S', 'V' channels are supported, which can be combined 

in any order. For example, for the analysis of the temperature structure, it may be 

sufficient to use only the Value channel, while for a more complete description of the 

image, it is advisable to use a combination of HSV or separate RGB channels. 

To ensure the correct operation of clustering algorithms, all constructed features 

are subject to standardization using StandardScaler. This allows you to bring all 

features to a single scale, avoid the dominance of features with large numerical ranges 

(for example, x, y coordinates) over the values of color channels. 
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Thus, the proposed pipeline is quite universal and allows you to quickly prepare 

an image in the form of a feature matrix for further clustering. Due to the ability to 

variably adjust key parameters (blurring, cropping, channel selection), it allows you to 

conduct a deep analysis of the influence of each of these factors on the segmentation 

results. 

The figure below shows an example of changing the data dimension after applying 

the preprocessing pipeline for different channel configurations. 

One of the first models that was used for the thermal image clustering problem 

was the KMeans algorithm. This is one of the most popular and easy-to-implement 

clustering algorithms that allows you to split data into a given number of clusters based 

on the distance between pixels in the feature space. 

In the implemented pipeline, the KMeans algorithm was applied to the feature 

matrix formed after image preprocessing. A feature of using this algorithm is the need 

to specify the number of clusters n_clusters before starting training. During the 

experiments, several runs of the algorithm were conducted with different numbers of 

clusters (mainly in the range from 3 to 6), which allowed us to evaluate the impact of 

this parameter on the quality of segmentation. 

One of the important factors when using KMeans was also the selection of the 

optimal combination of features. As experiments showed, using only pixel coordinates 

(x, y) in combination with the green component (G) or HSV space allowed us to 

achieve a clearer separation of military equipment objects from the background. 

Adding all three RGB components often led to the formation of additional clusters in 

noise areas, so in most cases the optimal configuration was to use a smaller number of 

channels. 

In terms of segmentation quality, KMeans demonstrated stable results on most 

images. By using Gaussian blur and cropping the upper part of the images, it was 

possible to minimize the influence of extraneous elements and noise. The algorithm 

distinguished the contours of the equipment well, however, in cases of a complex 

background or the presence of smooth temperature transitions, the clarity of the cluster 

boundaries was somewhat reduced. 
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The main advantage of KMeans is its high processing speed and ease of setup. At 

the same time, its disadvantages include sensitivity to the choice of the number of 

clusters and limited ability to model complex cluster shapes. However, in the tasks of 

primary segmentation of thermal images, this algorithm has proven itself as a basic and 

reliable tool. 

The figures below show examples of the results of image segmentation using the 

KMeans algorithm with different numbers of clusters and different channel 

configurations. YOLO (You Only Look Once) is a revolutionary method in the field 

of image processing, especially for tasks that require fast detection and classification 

of objects in real time.  

Unlike traditional methods that use sequential steps to detect and classify objects, 

YOLO processes the entire image at once. This allows for high speed performance. 

YOLO combines the tasks of detection and classification into a single regression 

model. This simplifies the architecture and increases efficiency. YOLO takes into 

account information from the entire image when classifying each object, which helps 

to avoid errors associated with isolated analysis of individual parts of the image. 

Thermal images usually have their own characteristics (e.g., low contrast, narrow range 

of values). Therefore, before being fed into the YOLO network, they can be further 

processed (normalization, filtering). A large dataset containing annotated images with 

marked objects and their classes is used to train YOLO on thermal images. During 

operation, YOLO divides the image into a grid and predicts the presence of an object, 

its class, and the coordinates of the bounding box for each grid cell. 

Critically important for real-time systems such as surveillance systems. YOLO is 

capable of detecting objects of various sizes and shapes in thermal images. Relatively 

simple architecture compared to other methods. YOLO may have difficulty detecting 

very small objects. For objects with non-standard aspect ratios, accuracy may decrease. 

New versions of YOLO are constantly being released, improving accuracy and speed. 

YOLO can be combined with other methods, such as HOG, to improve accuracy. 

YOLO models can be developed that are specifically adapted to work with 

thermal images, taking into account their characteristics. YOLO is a powerful tool for 
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classifying thermal images, providing high speed and accuracy. However, like any 

other method, it has its limitations. The choice of a specific YOLO model depends on 

the specific task and available computing resources. 

Modern computer vision methods actively use deep neural networks for object 

detection and classification. Among the most effective architectures in this field, 

YOLO is distinguished, which combines different approaches to image analysis. 

Comparison of these models allows us to assess their advantages, limitations, and 

suitability for the tasks of automated recognition of plastic containers in vending 

machines. 

The YOLO (You Only Look Once) model is one of the most common approaches 

in the field of computer vision for detecting objects in an image in real time. It 

combines high performance, compact architecture, and significant detection accuracy, 

which makes it an effective tool for applied tasks of object recognition and sorting — 

in particular, plastic containers in vending machines. 

Unlike traditional approaches, where detection and classification are performed 

sequentially, YOLO implements a single-stage detection through the image, during 

which the following are simultaneously determined: 

• the presence of objects; 

• the coordinates of the frames (bounding boxes); 

• object classes according to the trained set. 

This approach is described in [14], where the authors proposed a unified 

architecture of a deep neural network that processes the entire image, forming spatial 

and semantic features in one step. Thanks to this, YOLO provides real-time detection, 

which is critically important for systems where decisions must be made instantly — 

for example, when feeding a bottle into a fandomat. 

In the context of the plastic container sorting task, YOLO can be applied in two 

key aspects: 

• Bottle detection in an image. This is the basic stage during which the system 

determines whether an object is present in the frame and localizes it. This 

allows it to filter out the background and extraneous objects. 
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• Bottle parameter classification. Thanks to the multi-class classification 

capability, YOLO can not only identify a “bottle”, but also detect its 

characteristics — for example, transparency, the presence of a lid, or 

approximate volume. This approach provides a combined feature 

classification, which is particularly useful for automated sorting. 

The advantage of the YOLO architecture is that the process is integrated into a 

single step, without the need for an external classifier. This reduces processing latency, 

which is a critical factor in real-time decision-making systems such as fandomats. 

According to a review [15], modern versions of YOLO (in particular, YOLOv5–

YOLOv8) demonstrate a speed/accuracy ratio that exceeds most alternative methods 

such as Faster-RCNN or SSD, especially in real-time scenarios. 

However, when using YOLO to classify combinations of parameters (e.g., 

“transparent/opaque”, “with/without a lid”, “small/medium/large volume”), the 

number of classes grows exponentially. For example, with three groups of parameters 

(2 × 2 × 3), the system must train on 12 classes, which makes data balancing and model 

maintenance difficult. This requires careful selection of the training sample and regular 

data updates as the packaging assortment changes. 

From a technical perspective, YOLO supports exporting models to standardized 

formats (ONNX, TensorRT, CoreML), which enables integration with libraries such 

as OpenCV. This allows the model to be deployed even on low-cost devices with 

limited resources, such as embedded fan modules. 

Innovative algorithms enable real-time processing of thermal portraits, which is 

critical for modern surveillance systems. This enables the instantaneous detection and 

classification of objects on the battlefield, thereby enhancing decision-making 

efficiency in combat conditions.  

A thermal portrait (or thermogram) is an image that reflects the distribution of 

infrared radiation emitted by objects. Each object has its own unique thermal signature, 

which depends on its temperature, material, and size. This information can be used to 

identify various objects, even if they are camouflaged or in low-visibility conditions. 

In combat situations, every second counts. The ability to instantly detect and 
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classify objects allows operators to respond to changing conditions and make effective 

decisions quickly. Automatic processing of thermal images reduces false alarms and 

increases target detection accuracy. Thermal cameras can operate in low visibility, fog, 

smoke, and other obstacles, making them indispensable for surveillance in challenging 

weather conditions. Automatic processing frees the operator from routine work, 

allowing them to focus on more complex tasks. 

Neural networks enable systems to be trained to recognize complex visual images, 

such as thermal portraits. They are capable of detecting objects of various sizes and 

shapes, even if they are partially obscured or camouflaged. Signal processing 

algorithms are used to filter noise, highlight characteristic features of thermal portraits, 

and increase their contrast. Combining data from multiple thermal cameras enables the 

creation of three-dimensional models of objects, thereby increasing the accuracy of 

their identification and tracking. Integrating data from various sensors (e.g., thermal, 

optical, radar) provides a more comprehensive picture of the situation and enhances 

the system's reliability. 

 
Fig. 3 - Schematic diagram of image transmission to a thermal camera 

 

Modern computers and optimized algorithms enable the processing of large 

amounts of data in real-time. Many processes, such as object detection, classification, 

and tracking, can be automated, reducing the need for manual control. Thermal 
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imaging processing systems can be easily integrated into various platforms, such as 

uncrewed aerial vehicles, ground robots, and surveillance systems. Thermal imaging, 

also known as thermography, is playing an increasingly important role in modern 

military technology. Its use has greatly expanded surveillance and reconnaissance 

capabilities, giving the military an advantage on the battlefield. 

Thermal cameras detect infrared radiation emitted by all objects with a 

temperature above absolute zero. This radiation is focused on the camera's detector, 

which converts it into an electrical signal. This signal is then processed and transformed 

into the image we see on the screen. 

Thermal portraits play a significant role in modern military operations, providing 

capabilities that are otherwise unattainable with conventional optical systems. In 

armored warfare, thermal sights installed on tanks enable crews to detect, identify, and 

engage targets even in complete darkness or under conditions of smoke, dust, and 

battlefield obscurants. The thermal contrast between objects allows tank operators to 

maintain situational awareness and conduct precision fire regardless of visibility. 

Uncrewed aerial vehicles have also become essential platforms for thermal 

imaging. Equipped with high-resolution thermal cameras, drones perform 

reconnaissance, monitor enemy movements, and assist in fire adjustment. Their aerial 

perspective, combined with thermal sensing, makes it possible to detect hidden 

personnel, camouflaged equipment, and heat-emitting positions, significantly 

enhancing the effectiveness of intelligence gathering and target acquisition. 

For infantry units, individual thermal night-vision devices provide critical support 

during nighttime operations. These devices allow soldiers to navigate terrain, detect 

opponents, and coordinate movements without relying on visible light sources that 

could reveal their position. By visualizing heat signatures, foot soldiers gain a tactical 

advantage in close-quarters engagements and in environments where traditional optics 

are ineffective. 

Overall, thermal portraits significantly expand the operational capabilities of 

ground forces, armored units, and aerial reconnaissance systems, making them 

indispensable tools in contemporary military practice. 
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Thermal imaging technology is constantly evolving. New materials for detectors, 

more powerful processors, and machine learning algorithms are enabling the creation 

of increasingly sophisticated thermal cameras. In the future, we can expect increased 

resolution, allowing smaller objects to be detected at greater distances. Additionally, 

we can expect reduced size and weight of thermal cameras, making them more compact 

and lightweight, which will enable their use on a wider range of platforms. Thermal 

cameras will also be closely integrated with other fire control systems, navigation 

systems, and other military systems. 

Thermal portraits play an important role in modern warfare. This technology 

allows the military to obtain critical information about the enemy and successfully 

complete their tasks. With the development of technology, thermal cameras will 

become even more effective and versatile tools in the hands of the military. 

Thermal imaging has become an indispensable component of modern military 

operations, offering a wide range of capabilities that significantly enhance situational 

awareness, target detection, and operational effectiveness. One of its most important 

applications is the detection of camouflaged objects. Since any object with a 

temperature different from its surroundings stands out clearly on a thermogram, 

thermal cameras are able to reveal equipment, personnel, or structures even when they 

are visually concealed by camouflage, vegetation, or terrain features. 

Night vision is another critical domain where thermal imaging proves essential. 

Unlike traditional night-vision devices that amplify visible or near-infrared light, 

thermal cameras operate independently of illumination and therefore allow continuous 

observation in complete darkness. This makes them indispensable for night raids, 

reconnaissance missions, and covert maneuvers. 

Thermal imaging also plays a role in detecting mines and improvised explosive 

devices. Differences in soil temperature, caused by buried objects, can reveal thermal 

anomalies that point to hidden explosives. This capability increases the safety of 

engineering units and patrols operating in high-risk areas. 

Effective target identification is another area where thermal imaging excels. By 

capturing subtle variations in heat signatures, thermal cameras allow operators to 
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distinguish between infantry, armored vehicles, artillery systems, and other targets 

within seconds. Once detected, targets can also be tracked with high precision. Even in 

fog, smoke, or dust, moving objects maintain distinct thermal signatures, enabling 

reliable tracking and supporting coordinated fire control. 

Beyond detection and targeting, thermal imaging assists orientation and 

navigation. Thermal maps of terrain created from aerial or ground-based sensors help 

troops navigate unfamiliar or obscured environments, reducing the risk of 

disorientation in complex landscapes or adverse conditions. Early detection of potential 

threats at long distances further enhances operational readiness by giving units time to 

react appropriately. 

In military aviation, thermal imaging is widely used on night-attack aircraft and 

helicopters for locating and engaging ground targets during low-visibility missions. 

Similarly, in search-and-rescue operations, thermal cameras help locate missing or 

injured individuals on land or at sea by detecting their heat signatures even through 

vegetation or in poor weather. 

A major advantage of thermal imaging systems is their all-weather capability. 

Unlike optical devices that degrade in fog, rain, or snow, thermal cameras maintain 

functionality under virtually all atmospheric conditions. Moreover, they operate 

passively—without emitting radiation—which makes them extremely difficult for the 

enemy to detect. 

Modern thermal cameras also provide high-resolution imagery, enabling detailed 

analysis and supporting accurate decision-making. Their design allows easy integration 

into fire-control systems, surveillance networks, unmanned platforms, and other 

military technologies, making them a flexible and powerful component of 

contemporary combat systems. 

Altogether, these capabilities demonstrate why thermal imaging has become a 

cornerstone technology in modern warfare, significantly enhancing both operational 

safety and combat effectiveness across numerous military domains. 

Thermal imaging has become an integral part of modern combat equipment. Its 

capabilities are constantly expanding thanks to new technologies and image processing 
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algorithms. The use of thermal imaging gives the military a significant tactical 

advantage on the battlefield. 

Innovative algorithms for processing thermal images in real time are increasingly 

being used in various fields, including military, security, and industrial. These 

technologies improve the effectiveness of surveillance systems, ensure the safety of 

people and property, and open up new opportunities for the development of various 

industries. 

Instead of using separate approaches to classify different types of objects, 

innovative systems use multi-task methods. They allow several tasks to be solved 

simultaneously, such as classification, localization, and prediction of object movement, 

which increases the efficiency and speed of thermal image processing. 

Multi-task learning is an approach in machine learning that allows a model to 

simultaneously learn to perform several related tasks. Unlike traditional methods, 

where each task is solved by a separate model, the multi-task approach allows the 

model to extract common features from different tasks, which improves its 

generalization ability.  

In the context of thermal image processing in the military sphere, a multi-task 

approach plays a key role, as it allows to significantly increase the efficiency of 

analyzing and interpreting thermal portraits of targets. Thanks to this approach, one 

model can simultaneously perform several interrelated tasks that previously required 

the use of separate algorithms. In particular, the models are able to simultaneously 

determine the type of object — for example, a tank, a vehicle or an infantryman — and 

localize its exact position in the image. The simultaneous solution of these two tasks 

allows for faster and more accurate detection and classification of targets in real time. 

In addition, multi-task models can predict the further movement of objects, based 

on their previous trajectory, which is critically important for adjusting fire, assessing 

threats or optimizing the route of movement of military units. No less important is the 

ability of such models to detect anomalies — objects or situations that differ from the 

typical picture. These can be unknown thermal signatures, unusual movement patterns, 

or potentially dangerous anomalies that signal the presence of a hidden threat. 
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The advantages of the multi-task approach are that joint training on different types 

of tasks allows the model to form more informative and discriminative features that 

better describe the thermal portraits of objects. This improves the quality of 

classification and localization accuracy even in difficult conditions, such as noise or 

low contrast images. In addition, instead of having to train and run several separate 

models for different tasks, one integrated multi-task model is enough, which reduces 

computational costs and the need for large amounts of data for each task separately. 

This approach makes the system more flexible, compact, and suitable for use in real 

combat conditions, where the speed of decision-making is a decisive factor. 

Different tasks use common initial layers to extract common features and then 

branch out into separate branches to perform their tasks. The loss function of the model 

is the sum of the losses for each individual task. The attention mechanism allows the 

model to focus on different parts of the input data to perform different tasks. 

Attention mechanisms, particularly multi-head attention, play a critical role in 

multifunctional thermal image processing tasks, as they allow the model to 

simultaneously analyze different aspects of the scene and adaptively allocate 

computational resources between multiple tasks. In the context of thermal analytics, 

such mechanisms enable the model to “focus” on the most informative areas of the 

image, taking into account the intensity of the thermal signal, the contrast between 

objects and the background environment, local heating patterns, and the dynamics of 

object movement. This is especially important when the model has to perform several 

functions simultaneously—for example, detecting objects, classifying them, analyzing 

thermal characteristics, and predicting behavior. 

Various neural network (Fig. 4) architectures are used to implement multi-task 

learning.  

In the context of classifying thermal portraits of military targets, the multi-head 

attention mechanism provides a powerful way to extract diverse and complementary 

features from thermal data streams. Instead of relying on a single attention pattern, the 

model forms several parallel “views” of the same scene. Each attention head reacts to 

different characteristics of the thermal image: one may emphasize temperature  
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Fig. 4 - Visualization of a neural network 

 

gradients that reveal object boundaries, another may isolate structural contours typical 

of military equipment, a third may track temporal fluctuations of heat, while a fourth 

analyzes spatial relationships between objects in the field of view. This creates a 

multilayered representation that significantly improves recognition accuracy in 

complex operational environments. 

When the system must differentiate between various categories of military 

targets—such as personnel, vehicles, unmanned platforms, or heated infrastructure—

multi-head attention helps separate these thermal signatures more effectively. 

Individual heads can focus on characteristic patterns, such as the stable thermal 

emission of a human body, the distinctive heat distribution of an engine block, or the 

cold geometric forms that serve as background context. This parallel extraction of 

features allows the model to localize targets precisely while maintaining sensitivity to 

class-specific traits. 

In scenarios where both detection and classification must occur simultaneously, 

the attention mechanism distributes computational focus between regions responsible 

for identifying targets and those containing information essential for distinguishing 

their type. This prevents one task from suppressing the other—for instance, ensuring 

that detection performance does not mask the subtle cues needed for accurate 

classification of similar thermal silhouettes. 

For broader tasks such as battlefield situational awareness, recognition of hostile 
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assets, and navigation of autonomous systems under limited visibility, multi-head 

attention becomes even more critical. Some attention heads analyze fine-grained 

thermal details for identifying targets, others interpret global spatial geometry for 

orientation, and additional heads extract contextual cues such as environmental 

temperature, atmospheric distortions, or background thermal noise. This layered 

processing supports reliable operation even in challenging conditions with high 

variability of signatures, camouflage, or clutter. 

As illustrated in Figure 5, the multi-head attention mechanism provides the 

architectural foundation for building flexible, resilient, and multitask-capable models 

used in the analysis and classification of thermal portraits of military targets. By 

processing multiple attention heads in parallel, the system can capture a wide range of 

thermal features—from fine-grained local patterns to broad contextual relationships—

which strengthens robustness to noise and enhances performance under rapidly 

changing temperature or environmental conditions. This diversity of attention 

pathways directly contributes to maintaining high classification accuracy across 

complex operational scenarios. 

Achieving optimal results with this mechanism, however, requires careful 

balancing between competing tasks such as detection, segmentation, and classification, 

ensuring that no single task dominates the learned features. The choice of neural 

network architecture must therefore reflect both the mission requirements and the 

structure of available thermal data. Finally, interpretability remains essential: 

understanding how the model distributes attention across heads, and how it arrives at 

specific decisions, is critical for assessing reliability and establishing trust in automated 

target recognition systems deployed in real-world military environments. 

A multi-task approach is a powerful tool for processing thermal images. It allows 

for increased efficiency and accuracy of systems using thermal cameras in various 

applications. 

Modern approaches to thermal portrait classification also use combined 

processing of data from various sources—thermal cameras, radars, drones, satellites, 

etc. Integrating such data improves classification accuracy by reducing the likelihood  
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Fig. 5 - Visualization of a neural network 

 

of errors caused by the limited capabilities of individual sensors. 

Combining data from various sources, such as thermal cameras, radars, drones, 

and satellites, is one of the most promising areas in modern thermal portrait 

classification. This approach allows for a more complete and detailed picture of the 

object, which significantly increases the accuracy and reliability of classification. 

Different sensors provide different information about an object. For example, 

thermal cameras capture thermal signatures, radars capture reflected radio waves, and 

optical cameras capture visible light. By combining this data, it is possible to obtain a 

more complete picture of the object and its characteristics. Each sensor has its 
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limitations. For example, thermal cameras can be sensitive to weather conditions, and 

radars to interference. By combining data from different sensors, it is possible to reduce 

the impact of these limitations and increase the reliability of classification. Combining 

data allows us to discover new features of objects that cannot be detected by individual 

sensors. For example, combining data from a thermal camera and radar can allow us to 

determine the type of material an object is made of. 

There are several approaches to combined data processing. Data from different 

sensors is combined at an early stage of processing, for example, at the raw signal level. 

This allows a single representation of the object to be obtained, which is then used for 

classification. In addition to early fusion, there is also late fusion. Data from different 

sensors is processed separately, and then the results are combined at the decision level. 

For example, classification results obtained using a thermal camera and radar can be 

combined using rules or neural networks. There are also hybrid approaches that 

combine elements of early and late fusion. 

As illustrated in Figure 6, which presents a general example of a recurrent neural 

network (RNN) approach, the combined processing of data originating from different 

sensor systems relies on a broad set of algorithms designed to produce coherent and 

informative results. Central to such systems are advanced neural architectures—

primarily convolutional neural networks (CNNs) and recurrent neural networks 

(RNNs). These models demonstrate high effectiveness in handling large and 

heterogeneous data streams, including thermal imagery, video sequences, and 

telemetry from multiple sensor modalities. 

Their strength lies in the ability to automatically extract meaningful features and 

capture both spatial (via CNNs) and temporal (via RNNs) dependencies. This 

capability is particularly important for analyzing dynamic thermal portraits of military 

targets, where temperature distributions, motion patterns, and contextual variations 

must be interpreted jointly. By integrating data of different nature into a unified 

representation, these architectures enable more accurate, stable, and context-aware 

classification within complex operational environments. 
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Fig. 6 - General recurrent neural network architecture solution 

 

In addition to neural networks, classic machine learning methods, such as 

classification, regression, and clustering algorithms, play an important role. They can 

be used to reconcile results obtained from different observation systems or to build 

generalized models that identify common patterns in the data. Due to their 

interpretability, these methods enable the understanding of the structure of objects and 

the relationships between indicators obtained from sensor channels. 

No less important are approaches based on decision theory, such as evidence 

theory or probabilistic models. Their application allows you to correctly combine 

vague, incomplete or contradictory data, which often arise during field observations. 

Such methods allow you to assess the degree of reliability of information, reconcile 

different sources and form the most justified generalized decision. Thanks to this, 

combined data processing becomes more stable, reliable and adaptive to real operating 

conditions. 

By using additional information obtained from different sensors, higher 

classification accuracy can be achieved. Combined data processing reduces the impact 

of errors associated with individual sensors. Data combination allows more complex 
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tasks to be solved, such as object recognition in conditions of interference and masking. 

Data from different sensors can be obtained at different times and have different 

resolutions. This complicates their integration. The choice of the optimal data 

integration method depends on the specific task and available resources. Interpreting 

the results obtained by integrating data from different sensors can be difficult. 
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CHAPTER 2 
ONTOLOGY-BASED APPROACHES FOR CLASSIFYING MILITARY 

EQUIPMENT 
 

Combined processing of data from different sources is a promising direction for 

the development of thermal portrait classification systems. This approach improves the 

accuracy, reliability, and capabilities of such systems, making them indispensable in 

many areas, from military affairs to security and environmental monitoring. 

The use of ontologies for thermal portrait classification is a new approach that 

allows structuring knowledge about different types of targets. Ontologies help 

classification systems understand the relationships between different objects, their 

thermal properties, and possible interactions with other systems. This improves 

classification accuracy in rapidly changing environments. 

An ontology is a formal model that describes the conceptual structure of a subject 

area. In the context of thermal portrait classification, ontology represents knowledge 

about different types of objects, their characteristics (size, shape, thermal signature), 

and the relationships between them. 

Ontologies provide a clear structure for knowledge about objects, making it easier 

to organize and search for them. Thanks to ontologies, the system can understand not 

only the individual features of an object, but also their semantics and relationships. 

Ontologies can be easily updated and expanded to accommodate new types of objects 

or changes in their characteristics. Thanks to a deeper understanding of the subject area, 

classification systems that use ontologies can achieve higher accuracy.  

First, an ontology is created that describes all possible types of objects, their 

attributes, and relationships. Thermal portraits are annotated according to the terms of 

the ontology. This allows each pixel of the image to be associated with a specific object 

class or part of it. Based on the annotated data, a classification model is trained that 

uses ontology to determine the class of an object in a new image. 

The figure shows a simplified ontology for classifying military equipment. It 

includes classes such as "tank," "armored personnel carrier," "helicopter," and their 

subclasses. Each class has its own attributes, such as size, shape, engine type, and 



Intelligent methods for building an ontological knowledge base for classifying thermal portraits of targets                    

                                      ISBN  978-3-98924-119-0  MONOGRAPH                                                                                                       46 

thermal signature. 

Ontologies can be integrated with various technological approaches to improve 

the efficiency of thermal portrait classification, forming a more structured and 

substantiated data processing model. In combination with deep learning methods, 

ontological structures help build interpretable models in which knowledge about object 

types, their characteristics and relationships complement automatically obtained 

features. This provides better explainability of the work of neural networks and 

increases the reliability of results. 

In the context of building knowledge bases, ontologies allow you to 

systematically expand information about objects, their behavior and properties, which 

is especially important for the analysis of thermal data in dynamic conditions. They 

provide a standardized representation of information that can be used to improve the 

processes of generalization, search and logical inference. 

At the same time, ontologies play a key role in the development of expert systems, 

as they form a conceptual framework on the basis of which such systems can draw 

conclusions even when the data is incomplete, contradictory or ambiguous. Thanks to 

this, expert systems working with thermal portraits are able to make informed decisions 

in complex operational conditions, ensuring increased accuracy and stability of work. 

An example of ontology for the classification of military equipment is shown in 

Fig. 7. 

 
Fig. 7 - Example of an ontology for classifying military equipment 
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Ontological knowledge bases are a powerful tool for organizing and processing 

large amounts of information. They allow knowledge to be formalized in a clear 

structure, where each element of the base has a clearly defined meaning, properties, 

and relationships with other elements. They are particularly useful for working with 

data that has a complex hierarchical or relational structure, as is the case with the 

analysis of thermal portraits of targets. 

Thermal portraits of targets obtained through thermal imaging systems contain a 

large number of characteristics, such as surface temperature, dimensions, shape, and 

other details. An ontological knowledge base allows you to organize this data into a 

clear hierarchical structure, where each object (for example, the type of equipment, its 

characteristics) will have a clear definition. This allows objects to be classified by type, 

similar or identical objects to be recognized, and rules to be created for their further 

analysis. 

Thanks to ontological knowledge bases, it is possible to automate complex 

decision-making processes related to the classification and analysis of thermal 

portraits. The system can not only process input data, but also make decisions based 

on previously created rules or models, which reduces dependence on the human factor. 

This is critically important in combat situations, where every second counts. 

An ontological knowledge base allows data from different sources to be integrated 

and analyzed in the context of existing models and patterns. For example, if the system 

receives a thermal image of an object, it can automatically compare this image with a 

database of equipment and determine the type of object, taking into account additional 

parameters (temperature, dimensions). This allows for quick and accurate 

identification and classification of the target, reducing the likelihood of errors that may 

arise due to human uncertainty or inaccuracies in observation. 

The use of ontological knowledge bases significantly reduces the likelihood of 

human error. Decisions made based on automated rules are more stable and less prone 

to error than those based on the operator's intuitive perception. Military operations 

require accurate and timely information to minimize risks, and ontological knowledge 

bases can provide this. 
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Ontologies are easy to update and supplement with new data or rules, making 

them adaptable to changes in technology or situations. If new types of equipment 

appear or conditions on the battlefield change, the system can be quickly reconfigured 

to work with new data without the need for radical changes to the structure. 

In combat conditions, a system using thermal imaging cameras can use ontology 

to determine whether an object is an enemy tank, armored personnel carrier, or other 

type of equipment. Thanks to ontology, it can collect all the necessary information 

(size, temperature, shape, movement) and automatically assign a category to it. 

If the system detects a change in temperature or movement on an object, it can 

immediately review existing rules and adapt its response. For example, if an object 

changes location or shape, the system will automatically compare these changes with 

known patterns in the database to refine or confirm the identification. 

Thanks to ontology, the system does not simply classify objects, but understands 

their nature, functions, and place in the overall picture. The use of machine learning 

methods allows many processes to be automated, such as object detection, 

characterization, and behavior prediction. The system is capable of effectively working 

with large amounts of data coming from various sources, ensuring prompt decision-

making . By analyzing past data, the system can predict the future actions of objects, 

allowing it to anticipate developments on the battlefield. 

The ontological knowledge base contains information about various types of 

military equipment, their characteristics (size, shape, thermal signature), types of 

weapons, possible actions, and the relationships between them. It classifies objects by 

type and subtype, determines the relationships between objects, and provides context 

for understanding the situation. Thermal images are collected from various sources 

(drones, satellites, ground sensors). Images are filtered, normalized, and segmented. 

Neural networks are used to detect objects in thermal images. The type of object is 

determined based on its characteristics and ontological information. Recurrent neural 

networks will be used to predict the movement of objects. 

The use of ontologies for the classification of thermal portraits is a promising area 

of research. It allows the creation of more intelligent and adaptive systems that are 
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capable of working effectively in complex conditions. 

In order to improve the quality of thermal images, innovative methods of noise 

reduction and image sharpening are used. It is important to preserve important 

information about thermal signatures while reducing the impact of noise, which allows 

for more accurate identification even in conditions of poor visibility or external factors. 

The quality of thermal images significantly affects the effectiveness of the 

systems that use them, especially in the fields of security, defense, and industrial 

control. Noise and low contrast can complicate the detection and identification of 

objects. Therefore, the use of image processing methods to improve them is critically 

important. 

Noise in thermal images can arise for various reasons and significantly affect the 

quality of thermal portraits, and therefore the accuracy of subsequent classification and 

analysis. One of the key factors is atmospheric conditions: fog, rain, snow or smoke 

create additional distortions that worsen the contrast and reduce the visibility of objects 

in the thermogram. Such conditions lead to scattering of infrared radiation, which 

reduces the clarity of the thermal image. 

An important source of noise is also the characteristics of the detector itself. Any 

thermal imaging sensor has its own level of internal noise, which arises from thermal 

fluctuations in the detector material, as well as quantization noise that appears during 

digital signal processing. These factors can cause uneven brightness and the appearance 

of artifacts that complicate the analysis of the thermal scene. 

A separate problem is the limitations of the dynamic range. If the scene 

simultaneously contains very hot and very cold objects, the detector may not be able 

to correctly display all temperature values. As a result, information about individual 

areas of the image is lost or distorted, which reduces the informativeness of the 

resulting thermal portrait and complicates the correct selection and classification of 

targets. 

Methods for reducing noise and improving image quality include various filtering 

and deconvolution techniques (example on Figure 8), as well as methods based on 

artificial neural networks. Filtering can be performed using spatial filters, such as 
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average, median, or weighted average filters, as well as frequency filters, among which 

Wiener and Kalman filters are popular. Bilateral filters and NL-means filters are used 

for nonlinear filtering. Deconvolution aims to reduce blurring caused by optical system 

limitations or object motion.  

 
Fig. 8 - Noise in thermal images 

The application of artificial neural network methods encompasses a range of 

architectures, including autoencoders for image restoration and noise suppression, 

generative adversarial networks (GANs) for synthesizing realistic thermal imagery, 

and U-Net models for segmentation and object detection. These approaches are 

particularly valuable for enhancing the quality and informativeness of thermal portraits 

of military targets, enabling more accurate classification and recognition under 

challenging operational conditions. The outcomes of these methods, including 

examples of restored, generated, and segmented thermal images, are visualized in 

Figure 9, which illustrates their effectiveness in practical scenarios. 

 
Fig. 9 - Comparison of a thermal infrared image before and after correction 
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Contrast enhancement methods include several techniques that improve image 

detail. Histogram equalization is used to expand the dynamic range of an image, 

improving the visibility of details in the background. Local adaptive histogram 

equalization allows contrast to be enhanced in specific areas of the image, which is 

particularly useful for images with uneven lighting. Reconstruction methods, such as 

sparse decomposition, help to represent the image as the sum of a small number of 

basic elements, which preserves important information during processing. An 

important part of such methods is the preservation of thermal fingerprint information. 

This includes accurately determining the temperature of objects, which is critical for 

identifying materials and the condition of objects, analyzing temperature distribution, 

which can indicate the presence of heat sources or moving parts, and accurately 

determining the shape and size of objects, which is necessary for their identification. 

The choice of the optimal image processing method depends on the specific task, 

the characteristics of the thermal camera, and the level of noise in the image. Modern 

methods based on artificial intelligence demonstrate high efficiency in noise removal 

and improvement of thermal image quality, which allows for increased accuracy of 

automatic identification and analysis systems. 

Systems that use AI are capable of adaptive learning based on new data. This 

allows classifiers to continuously improve their models and increase classification 

accuracy based on new types of targets appearing on the battlefield. Innovative 

methods use active learning approaches, where the system can independently request 

additional labels to improve models. 

Adaptive learning means that the AI system can constantly update its models 

based on new data it gets while it's running. This is super important in military 

situations, where things on the battlefield are always changing, with new weapons and 

tactics popping up. The models always match the latest changes in the environment. 

Continuous retraining improves classification accuracy. New data helps identify and 

correct errors in models. The system becomes more versatile, capable of recognizing 

new types of targets. 

Active learning is a method in which the system itself determines what data it 
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needs for further learning. Instead of learning from all available data, the system 

focuses on the most informative examples that will help it improve its capabilities 

faster and more efficiently. 

The system begins training on a small set of manually labeled data. The system 

selects unlabeled data that it believes is most important for improving the model (for 

example, data that is on the border between classes). An expert labels the selected data. 

The new labeled data is added to the training sample. The model is retrained on the 

expanded sample. 

The combination of adaptive and active learning creates a powerful tool for 

developing AI systems that are constantly improving and adapting to new conditions. 

The system can independently determine what data it needs to improve its capabilities 

and then use that data to update its models. 

Creating algorithms that more effectively select informative data. Combining 

active learning with deep learning, transfer learning, and reinforcement learning 

technologies. Creating convenient tools for experts that allow them to interact 

effectively with the system and provide the necessary labels. 

Adaptive and active learning open up new opportunities for developing AI 

systems that are capable of continuous improvement and adaptation to changing 

conditions. These technologies have great potential for application in military systems 

that use thermal portraits, allowing for increased efficiency and reliability. 

These innovative approaches to thermal portrait classification reduce the risk of 

false positives, increase target detection efficiency, and improve decision-making and 

interaction between different systems on the battlefield. 

The development and classification of thermal portraits of military targets is a 

crucial area of innovative technology in the fields of security and defense. In this 

context, the use of modern thermal imaging systems significantly enhances the 

effectiveness of surveillance and object detection in conditions of limited visibility, 

such as at night, in smoke, or in fog. Thermal imaging camera technologies and 

machine learning algorithms, particularly deep learning and neural networks, enable 

the accurate identification of objects based on their thermal characteristics. 
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In particular, the introduction of ontological approaches to the classification of 

thermal portraits enables the structuring of knowledge about objects and enhances the 

accuracy of analysis. The use of machine learning methods, such as CNN, significantly 

enhances the ability to automatically classify and identify objects, even in challenging 

conditions. At the same time, noise reduction and image quality improvement methods 

allow for the elimination of interference caused by atmospheric factors or detector 

characteristics. 

Integrating data from various sources, such as thermal cameras, radars, and 

satellites, significantly improves the accuracy and reliability of classification, 

providing a more complete picture of an object or situation. An important advantage is 

the multitasking approach, which enables the simultaneous performance of multiple 

tasks, such as classification, localization, and prediction of object movement. 

The use of artificial intelligence for adaptive learning contributes to the 

continuous improvement of models, allowing systems to respond quickly to new 

challenges on the battlefield. This enhances the versatility and accuracy of 

classification, which is particularly crucial for real-time military operations. 

In modern military operations conducted both during the day and at night, a 

crucial component is the ability to detect a potential enemy first using automated 

surveillance systems. This is achieved through the use of thermal imaging cameras, 

which allow information to be obtained in conditions of poor visibility, particularly at 

night or in difficult weather conditions. Thanks to improvements in thermal imaging 

technologies and the use of effective video stream processing algorithms, the quality 

of images provided to the operator for analysis and decision-making has been 

significantly improved. 

There are many methods for processing video streams, including digital filters 

that help reduce the effects of noise, blurring, and other distortions while increasing 

the contrast and clarity of images. This makes it possible to improve the accuracy of 

object detection in video streams from thermal imaging cameras. However, despite the 

development of numerous methods and techniques for improving the quality of video 

streams, there is no general theory of thermal imaging processing. Each method of 
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processing video for further analysis must be evaluated through the prism of the 

observer's subjective perception. Visual assessment of video quality is a highly 

subjective process, which makes the definition of a "high-quality video stream" a 

somewhat vague benchmark on which to evaluate the effectiveness of the algorithms 

used. 

The development of an algorithm for the preliminary processing of video streams 

obtained by thermal imaging cameras is an important step in the processing of 

thermographic data. Thermal imaging cameras allow you to obtain an image that 

reflects the temperature fields of objects in different conditions, which is critically 

important for applications in military technology, security systems, search and rescue, 

etc. 

Infrared thermal imaging cameras are important tools in the field of surveillance 

and object detection due to their ability to detect thermal radiation from objects. These 

cameras specialize in recording infrared radiation, which is invisible to the human eye 

but allows images of the thermal characteristics of the environment to be obtained. 

They are capable of visualizing temperature differences on surfaces, making it possible 

to detect objects that emit heat, regardless of the lighting conditions of the environment. 

The main advantage of infrared thermal imaging cameras is their ability to operate 

in conditions where traditional optical systems based on visible light cannot be 

effective. This includes operation in low visibility conditions, such as fog, smoke, rain, 

or at night. In such conditions, conventional cameras using visible light cannot provide 

clear information, while thermal imaging cameras effectively capture thermal 

radiation, allowing objects to be distinguished. 

Military operations usually take place in low visibility conditions, especially at 

night or in difficult atmospheric conditions, when traditional optical devices become 

useless. Infrared thermal imaging cameras allow you to observe objects that may be 

invisible or difficult to identify with conventional cameras. This makes it possible to 

detect military targets, equipment, and potential threats that do not have clear contours 

visible under normal lighting conditions. 

Thermal imaging cameras are also used to detect temperature anomalies in the 
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environment, allowing, for example, hidden objects that emit heat to be detected, or 

the environment to be scanned for the presence of living organisms such as humans or 

animals. This is made possible by the cameras' sensitivity to temperature differences, 

which allows for quick assessment of the situation even in difficult conditions. 

Thus, infrared thermal imaging cameras are indispensable tools for performing 

surveillance and target detection tasks in real time when other surveillance methods 

become ineffective, which is especially critical for the successful conduct of military 

operations. 

The main steps in developing an algorithm for pre-processing video streams 

include the following stages: 

The process of collecting and preparing data for processing video streams from 

thermal imaging cameras is a critically important stage, since its quality determines the 

effectiveness of further work with the data and the accuracy of the results obtained 

during analysis. 

At the data collection stage, thermal imaging cameras are used to capture video 

from objects in different temperature conditions. This can include both stationary and 

moving objects. To ensure the reliability and accuracy of the results, video streams are 

collected in different conditions: during the day and at night, in different weather 

conditions, at different distances from the camera. Field trips allow you to capture real-

life scenarios that reflect the different variations in conditions that thermal imaging 

systems may encounter. 

After collecting video streams, an important step is their pre-processing, which 

includes noise removal, contrast correction, brightness and temperature normalization, 

as well as correction of errors that may arise due to bad weather conditions or problems 

with the technical condition of the camera. To ensure correct video processing, filtering 

or frame correction can be used to improve image quality and accuracy of results. 

Data preparation involves converting the received video streams into a format that 

is convenient for further work, allowing for automatic analysis. Important aspects of 

preparation include vectorization, highlighting key objects and scenes, as well as 

normalizing temperature data to compare different video streams and ensure their 
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convenient further use. 

Data collection and preparation are necessary to ensure high-quality end results. 

Incorrect or insufficiently thorough processing can lead to inadequate conclusions, low 

accuracy in object recognition, or other errors in the system's operation. Field testing 

allows for the collection of real and diverse data, which helps to identify potential 

problems in processing video streams in real-world conditions. 

Thermal imaging cameras often store video in different formats. Each format has 

its own characteristics that affect the efficiency of data processing: 

    • .avi (Audio Video Interleave): This format is one of the most common for 

storing video. It supports high-quality video and can contain a large number of frames. 

However, for thermal imaging, it is important to note that this format may not be the 

most efficient for storing large amounts of high-resolution data. 

    • .mp4 (MPEG-4 Part 14): The MP4 format is popular due to its high 

compression ratio, which allows for a significant reduction in video file size without 

significant loss of quality. This format is convenient for working with real-time video 

streams, as it reduces storage and network bandwidth requirements. 

    • .mkv (Matroska Video): The MKV format can contain multiple video and 

audio tracks, as well as subtitles and other additional data. It allows to store larger files 

with high quality, which can be useful when processing high-resolution video from 

thermal imaging cameras. 

When choosing a format for storing video from thermal imaging cameras, it is 

important to consider not only the convenience of data storage, but also its real-time 

processing. Various libraries and frameworks can be used for further work with such 

videos, for example, OpenCV, FFmpeg, or GStreamer. 

Thermal imaging cameras are usually capable of shooting video at high frame 

rates — from several tens to several hundreds of frames per second. High frame rates 

are important for tracking moving objects and accurately determining temperature 

changes in real time.  

High frame rates in thermal imaging allow for smoother, more detailed video 

sequences, but they come with some challenges. One such challenge is the uneven 
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movement of objects: due to the high frame rate, objects in the image may appear 

shifted or distorted, making it difficult to track them accurately. In addition, insufficient 

synchronization or problems with frame formation can lead to a blurry display in real-

time, which reduces the accuracy of measuring the temperature of objects. 

To solve these problems, frame interpolation is used, which allows you to add 

intermediate frames between existing ones. There are two main interpolation methods: 

linear and bicubic. Linear interpolation involves evenly distributing intermediate 

frames between two adjacent ones and works well when the changes between frames 

occur gradually. This method is simple and fast, but may not be effective enough for 

complex video streams with abrupt changes. Bicubic interpolation provides higher 

frame-to-frame detail accuracy, creating a smoother, more natural-looking image, but 

it requires significantly more computing resources. Thus, the choice of interpolation 

method depends on the desired balance between frame-to-frame accuracy and 

processing speed. 

For thermal imaging cameras, it is important that the interpolation takes into 

account not only geometric parameters (the position of objects), but also temperature 

changes. Therefore, during interpolation, special attention should be paid to preserving 

temperature values and preventing them from being "stretched" or distorted during 

transitions between frames. 

Frame alignment is an important part of preparing data for further processing, 

especially if video streams from a thermal imaging camera contain various types of 

distortions or object movements. Alignment helps synchronize the video and ensure 

that all frames are correctly matched, which is essential for further analysis. The 

primary alignment methods are optical alignment and stereo alignment technologies. 

Optical alignment: This technique utilizes the detection and tracking of points in 

images to align the video stream. Various feature detection algorithms can be used for 

this, such as SIFT (Scale-Invariant Feature Transform) or ORB (Oriented FAST and 

Rotated BRIEF). They allow you to find common points in different frames and align 

them to achieve a correct image. Stereo alignment technologies: If multiple thermal 

imaging cameras are used for video processing, stereo alignment may be required to 
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synchronize frames obtained from different viewing angles. 

Data collection and preparation are the foundation for effective processing of 

thermal camera video streams. Choosing the video format, interpolating, and aligning 

frames improves the quality and accuracy of the images obtained, which is essential 

for further analysis stages such as segmentation, object detection, and temperature 

measurement. 

Video obtained from a thermal imager may contain various types of noise, 

including electronic noise, variable lighting, or object movement. To eliminate them, 

filtering methods such as median, Gaussian filters, or low-frequency filtering are used. 

A median filter is used to remove sporadic noise, such as pixel artifacts. 

A Gaussian filter is used to blur the image, reducing high-frequency noise. 

Low-frequency filtering helps reduce the impact of intense temperature changes 

on the image while preserving the overall thermal pattern. 

A median filter is a nonlinear method used to reduce sporadic noise, such as pixel 

artifacts or "salt and pepper" noise. It works by replacing the value of each pixel with 

the median of the pixel values in its neighborhood. 

The median filtering algorithm is one of the effective methods for reducing noise 

in thermal images while preserving the clarity of object contours. It starts by selecting 

a square or rectangular window, for example 3x3 or 5x5 pixels, which is gradually 

moved across the entire image. For each pixel in the window area, all the intensity 

values of the pixels that fall into the window are considered. After that, these values 

are sorted, and the value of the central pixel is replaced by the median of the resulting 

array. 

The main advantage of median filtering is its ability to effectively eliminate pixel 

artifacts, such as "salt and pepper" noise, without blurring the contours of objects, 

unlike linear filters. This makes it especially useful for processing thermal portraits, 

where preserving the shapes and boundaries of objects is critical for subsequent 

classification and analysis. 

At the same time, the method has certain limitations. It requires significant 

computational resources, especially when working with large images or large windows, 
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which can slow down processing speed. In addition, the median filter is less effective 

against high-amplitude noise, where individual pixels differ greatly from their 

neighboring values. Despite this, median filtering remains one of the most reliable 

methods for cleaning thermal images of small artifacts without losing important 

information about objectsThe median filter is an effective image processing method 

for reducing noise and eliminating pixel artifacts without losing clear object contours. 

The algorithm for its operation involves selecting a square or rectangular window, for 

example 3x3, which is gradually moved across the entire image. For each pixel, the 

median value is calculated among all pixels falling into the window: first, all pixel 

intensity values in the window are sorted, after which the central pixel is replaced by 

the median of this set. 

The main advantages of the median filter are its ability to effectively eliminate 

pixel artifacts and preserve clear object contours, in contrast to linear filters, which 

often blur details. This makes it especially useful for processing thermal portraits, 

where the accuracy of object shapes and boundaries is critical for subsequent 

classification and analysis. 

At the same time, the method has certain limitations. It requires significant 

computing resources, especially when working with large images or large windows, 

which can slow down processing. Additionally, median filtering is less effective 

against high-amplitude noise, where individual pixels differ significantly from their 

neighboring values. Despite this, median filtering remains a reliable tool for cleaning 

thermal images of small artifacts without losing important information. 

The median of this window will be 60, which will replace the central pixel (100). 

The Gaussian filter is a linear filter used to blur images, reducing high-frequency 

noise. It smooths the image by reducing the sharpness of pixel intensity changes. The 

Gaussian filter is one of the most common methods of smoothing images, which gives 

more weight to pixels located closer to the center of the window, and less to pixels on 

the periphery. The filter algorithm involves using values from the Gaussian filter 

kernel, which is a two-dimensional matrix. The kernel has the form of a Gaussian 

function, where the largest value is in the center and gradually decreases to the edges 
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according to a formula that depends on the standard deviation 

𝜎𝜎 and the distances 𝑥𝑥 and 𝑦𝑦 from the center of the kernel. 

During processing, each pixel of the image is replaced by a weighted average 

value of the pixels in the window, and the weights are determined by the values of the 

Gaussian filter kernel. This approach allows you to effectively eliminate high-

frequency noise, such as random pixel bursts, without significantly reducing the clarity 

of the contours of objects. The Gaussian filter simultaneously smoothes the image and 

preserves significant temperature differences, which is especially important when 

processing thermal portraits for accurate determination of the shapes and thermal 

characteristics of objects. 

Among the disadvantages of the method, it should be noted that if the filter size 

is too large, important image details can be blurred, which reduces the accuracy of the 

analysis. Despite this, the Gaussian filter remains an effective tool for removing noise 

and improving the quality of thermal images, providing a balance between smoothing 

and preserving key temperature features. 

This filter reduces the difference between pixels by replacing the central pixel 

with a mean value weighted according to a Gaussian function. 

Low-pass filtering is a method that allows you to remove high-frequency 

components of an image while preserving the main low-frequency components that 

define the overall picture. In the context of thermal images, this helps to reduce the 

impact of intense temperature changes in the background while preserving the overall 

thermal picture. 

The low-pass filtering algorithm involves using filters that extract the main 

features of an image, such as a mean or Gaussian kernel. These filters are designed to 

remove high-frequency details, such as sharp temperature changes at object boundaries 

or background noise, leaving only the overall thermal patterns of the scene. The most 

common example of a low-pass filter is the Gaussian filter, which effectively smooths 

an image by removing high-frequency noise while preserving the main temperature 

contours. 

Among the main advantages of this approach is the ability to effectively smooth 
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the image, eliminating fluctuations caused by noise or short-term temperature changes, 

while preserving the basic thermal structure of the scene. However, excessive use of 

low-pass filtering can lead to the loss of important image details, such as small objects 

or contours, which should be considered when processing thermal portraits for 

classification and analysis. 

Pre-filtering is a crucial step in thermal imaging processing, as it helps eliminate 

noise, mitigate the effects of sporadic artifacts, and preserve significant temperature 

changes. A media filter is excellent at dealing with "salt and pepper" noise, a Gaussian 

filter is good at dealing with high-frequency noise, and low-frequency filtering helps 

smooth out background temperature changes without losing important data. 
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CHAPTER 3 
CONTRAST AND BRIGHTNESS-BASED APPROACHES FOR DETECTING 

EQUIPMENT 
 

Contrast and brightness are important image characteristics that determine how 

clearly and distinctly objects stand out against the background. For thermal images, 

especially in conditions of low temperature contrast between objects and the 

background, contrast and brightness correction is an important procedure for 

improving image quality. Thermal imaging cameras often generate images with low 

contrast, which makes it difficult to perceive details, so various methods are used to 

normalize and improve contrast. 

The histogram equalization method is one of the basic tools for processing images, 

including thermal imaging. It allows you to analyze the distribution of pixel intensities 

in an image, i.e., how often different brightness levels occur. This analysis makes it 

possible to identify patterns in the image, highlight areas with elevated or reduced 

temperatures, and improve image quality through correction.  

A histogram is a graphical representation of the distribution of brightness (or 

temperature) of pixels in an image. Each bar of the histogram corresponds to a specific 

temperature range, and the height of the bar shows the number of pixels with that 

temperature. In other words, a histogram provides a visual representation of how 

temperatures are distributed throughout the image. 

Building a histogram: The brightness (temperature) of each pixel in a thermal 

image is determined. The brightness values obtained are grouped into intervals, and the 

number of pixels with that brightness is counted for each interval. The result is a 

histogram—a graph that shows the distribution of brightness in the image. 

The shape of the histogram allows conclusions to be drawn about the contrast of 

the image, the presence of overexposed or underexposed areas, and the general nature 

of the temperature distribution. The shape of the histogram can be used to determine 

how contrasting the image is. A wide histogram indicates high contrast (a large 

temperature range), while a narrow histogram indicates low contrast. Various 

anomalies, such as overheated components, can manifest themselves as peaks or dips 
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in the histogram. By analyzing the histogram, you can select the optimal image display 

parameters to highlight the desired details. By comparing the histograms of different 

images, you can identify differences in temperature distribution. 

The entire temperature range present in the image is divided into several uniform 

intervals. Next, for each pixel, it is determined to which temperature interval it belongs. 

Then the number of pixels in each interval is counted. The temperature intervals are 

plotted on the horizontal axis, and the number of pixels on the vertical axis. For each 

interval, a rectangle is constructed, the height of which corresponds to the number of 

pixels. 

The histograms shown in the figures allow for a more in-depth analysis of the 

distribution of temperature values in the thermal image and an assessment of its main 

properties. If a pronounced peak is clearly visible on the histogram, this indicates that 

most of the pixels in the frame have a similar temperature corresponding to this 

maximum value. This situation is typical for homogeneous surfaces or scenes where 

one type of material or environment prevails. 

A wide distribution of values on the histogram indicates that the image has a large 

temperature range. This may be due to a complex scene containing objects with 

different thermal characteristics or sharp transitions between warm and cold areas. 

Such a distribution usually indicates high variability in thermal information, which 

requires more accurate processing methods for correct interpretation. 

An example of a histogram of a thermal image of an uncooled and cooled panel 

is shown in Fig. 10, 11: 

 
Fig. 10 - Example of a histogram of a thermal image of an uncooled panel 
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Fig. 11 - Example of a histogram of a thermal image of a cooled panel 

 

In contrast, a narrow distribution indicates a small temperature range in the image. 

This may mean low contrast, where the difference between warm and cold areas is 

minimal. In such conditions, the detection of objects or anomalies may be difficult, as 

temperature differences are practically not recorded by the sensor. 

Anomalies in the form of sharp peaks or dips are particularly noteworthy. Such 

values may indicate the presence of locally overheated or, conversely, abnormally cold 

areas. Such features are often key in the analysis of thermal portraits, as they can signal 

dangerous objects, technical malfunctions, heat sources, or camouflage materials that 

alter the natural thermal background. Thanks to histogram analysis, it is possible to 

more accurately assess the temperature state of the scene and identify hidden elements 

that are not always visible in a conventional thermal image. 

By analyzing histograms, you can detect defects that may be invisible to the naked 

eye. Histograms can be used to select the optimal thermal imager settings for a specific 

task. By comparing the histograms of different objects, you can detect differences in 

their thermal profiles. 

A histogram is an important tool for analyzing thermal images. It allows you to 

obtain a quantitative assessment of the temperature distribution and identify various 

anomalies. The use of histograms increases the effectiveness of thermal imaging 

systems in various fields, from industrial diagnostics to military visualization. 

First, a pixel intensity histogram is created for each frame. The histogram shows 

the number of pixels with specific intensity (brightness) values (from 0 to 255 for 8-bit 

images), which is an important step for further normalization. 
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In order to redistribute the intensities evenly, it is necessary to calculate the 

cumulative distribution of the histogram. The cumulative distribution allows you to see 

how the intensity of pixels accumulates from the darkest to the brightest pixels. 

The cumulative distribution of the histogram (CDH) shows what proportion of 

pixels in the image have a brightness less than or equal to a certain value. In other 

words, it is an integral function of the histogram. 

The use of the cumulative distribution function (CDF) for uniform brightness 

redistribution plays an important role in improving the visual properties of an image 

and ensuring its consistency with other data. First of all, CDF allows linearization, i.e., 

the conversion of the initial nonlinear brightness distribution into a more uniform and 

linear one. This simplifies further analysis and allows for better viewing of details that 

may be hidden or insufficiently clear in an uneven distribution. 

Another reason for using CDF is the ability to enhance contrast. By stretching the 

range of low and high brightness values, the image becomes more distinct: dark areas 

do not merge with each other, and light areas get clearer boundaries. This visually 

highlights important elements of the scene, which can be critical for thermal data 

recognition and analysis tasks. 

In addition, the transition to a linear gradation distribution ensures the unification 

of images with different global brightness levels. This means that after redistribution, 

they can be correctly compared with each other, regardless of whether one image was 

taken in conditions of intense heat and the other in a colder environment. Thus, CDF 

is a universal tool that simultaneously improves the visual quality of an image and 

ensures its standardization in a series or data set. 

The cumulative distribution function (CDF, Fig. 12) shows how pixel intensity 

values accumulate from the darkest to the brightest pixels. It can be calculated using 

an image histogram, where each bar of the histogram represents the number of pixels 

for each intensity. The cumulative distribution is defined as the sum of the histogram 

values for all intensities, starting with the smallest. 
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Fig. 12 - Example of a cumulative distribution function 

 

The algorithm for calculating the cumulative distribution function (CDF) starts by 

constructing a histogram of the image, where ℎ(𝑖𝑖) denotes the number of pixels with 

intensity 𝑖𝑖. The cumulative distribution function 𝐶𝐶𝐶𝐶𝐶𝐶(𝑖𝑖) is then calculated, which is the 

sum of all histogram values up to intensity 𝑖𝑖. This process allows us to determine the 

accumulated fraction of pixels for each intensity level, which is an important step in 

image contrast enhancement methods such as histogram equalization. Using the CDF 

allows us to evenly distribute pixel intensities across the entire dynamic range, 

increasing the visibility of details and improving the quality of thermal portraits 

CDF calculation algorithm: 

    1. Construct a histogram for the image, where h(i) is the number of pixels with 

intensity i. 

    2. Calculate the cumulative distribution function CDF(i) where CDF(i) is the 

sum of all histogram values up to intensity i: 

𝐶𝐶𝐶𝐶𝐶𝐶(𝑖𝑖) = �ℎ(𝑘𝑘)
𝑖𝑖

𝑘𝑘=0

 

where: 

    • h(k) is the number of pixels with intensity k, 

    • CDF(i) is the sum of the histogram values for intensities from 0 to i. 

After calculating CDF, the next step is to normalize this distribution and transform 
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the pixel intensity values. The goal is to redistribute the pixel intensities so that the 

contrast becomes more uniform and the intensity values cover the entire range from 0 

to the maximum possible value (for example, 255 for an 8-bit image). 

Pixel conversion algorithm: 

1. Calculate the normalized version of the CDF, which will have values in the 

range from 0 to 1: 

𝐶𝐶𝐶𝐶𝐶𝐶𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛(𝑖𝑖) =
𝐶𝐶𝐶𝐶𝐶𝐶(𝑖𝑖) − 𝐶𝐶𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚

(𝑀𝑀 ∙ 𝑁𝑁) − 𝐶𝐶𝐶𝐶𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚
 

where: 

    • CDFmin is the minimum value of the cumulative distribution (for example, 

for low-contrast images, this may be 0), 

    • M⋅N is the total number of pixels in the image (for an image of size M×N). 

    2. We convert the CDF values into new intensities using the normalized 

function: 
𝑠𝑠(𝑖𝑖) = 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 (𝐶𝐶𝐶𝐶𝐶𝐶𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛(𝑖𝑖) ∙ 255) 

where: 

    • s(i) — the new intensity value for the pixel with intensity i. 

After each pixel in the image has been converted to a new intensity value, the 

image will have improved contrast, and details that were previously difficult to 

distinguish will become more pronounced. The cumulative distribution of the 

histogram is a powerful tool for correcting contrast and improving the quality of 

thermal images. However, its use requires caution to avoid losing important 

information. Here is an example of how the histogram of an image changes before and 

after histogram equalization (Fig. 13). 

Before histogram equalization: the image histogram may have a cluster of pixels 

in one range of intensity values, resulting in low contrast. 

After histogram equalization: the histogram becomes more uniform, and the pixel 

intensity values are evenly distributed across the entire range from 0 to 255, which 

improves contrast. 

You can also use Adaptive Histogram Equalization (AHE). 
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Fig. 13 - Modified histogram 

 
Adaptive histogram equalization is an advanced method used to improve contrast 

in specific areas of an image. Instead of distributing contrast evenly across the entire 

image, AHE allows you to increase contrast only in local areas, which is especially 

useful when the image has different brightness or texture levels in different parts of the 

image. 

The algorithm for adaptive histogram equalization begins by dividing the image 

into small sub-areas, or local blocks, for each of which a histogram is calculated. 

Histogram equalization is then performed independently for each block, adjusting the 

contrast based solely on the local distribution of pixel intensities within that area. 

Following this, the pixel values within each block are updated according to the results 

of the local histogram equalization. Finally, after processing all blocks, the local areas 

are merged to reconstruct a single global image with enhanced contrast, providing 

improved visibility of details across regions with varying lighting or thermal intensity. 

If you imagine conventional histogram equalization as uniformly stretching a 

rubber band across its entire length, adaptive equalization is a more localized approach. 

Instead of changing the brightness of all pixels in the image equally, this method 

divides the image into smaller blocks and aligns the histogram of each block separately. 

This preserves local contrasts and details that could be lost with global alignment. 
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Thermal images often have uneven brightness, especially when capturing objects 

with different temperatures. Traditional histogram equalization can result in Adaptive 

equalization is an effective method for enhancing thermal images, particularly in cases 

where overexposed or underexposed areas obscure important details.  

This technique allows for the preservation of fine details in regions with both high 

and low contrast, making it possible, for example, to highlight small defects against 

larger objects. Additionally, adaptive equalization compensates for uneven lighting or 

temperature variations across different parts of the image, ensuring that all regions are 

represented clearly. By improving the overall contrast and balance, this method 

enhances visual interpretation, making thermal images more comprehensible and 

informative for human observers. 

Thermal images often contain areas with different temperatures, resulting in 

significant variations in brightness. This can complicate visual analysis and defect 

detection. Adaptive equalization allows you to enhance the contrast in each local area 

of the image, making details more visible. 

Before alignment: The image may contain areas with very high temperatures and 

areas with low temperatures. Due to such a wide temperature range, details may be lost 

in shadowed or overexposed areas. 

After alignment: Adaptive alignment allows you to enhance the contrast in each 

local area of the image. This means that both hot and cold areas become more visible. 

Examples of thermal images before and after adaptive histogram equalization 

presented on Fig. 14. 

Adaptive histogram equalization has a number of important advantages, thanks to 

which this method is widely used in image processing tasks. Its main feature is the 

ability to preserve local details: instead of global brightness redistribution, the 

algorithm works separately with small areas of the image, allowing you to clearly 

highlight fine contours, textures, and local temperature features. Another important 

advantage is its adaptation to uneven lighting or a non-uniform thermal background. 

The method effectively processes scenes where one part of the image is overexposed 

and the other is in partial shade, ensuring balanced detail reproduction. 
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Fig. 14 - Examples of thermal images before and after adaptive histogram 

equalization 

Description: The difference in temperature between different areas of the wall has 

become more apparent, allowing heat loss locations to be identified. 

 

By enhancing local contrast, adaptive histogram equalization significantly 

improves the overall visual perception of the scene. Objects become clearer, 

differences between areas are easier to recognize, which is especially important for 

analyzing thermal images and other data with low initial contrast. The method is 

universal and is used in many fields, from medicine and unmanned systems to military 

intelligence and technical diagnostics. 

At the same time, there are certain drawbacks. Since processing is performed in 

blocks, artifacts can sometimes occur at the boundaries of these blocks—noticeable 

transitions or stripes that distort the naturalness of the image. In addition, the method 

requires careful adjustment of parameters such as block size and contrast coefficients. 
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An unsuccessful choice of parameters can either not enhance the details sufficiently or, 

conversely, create an overly contrasting and unnatural image. 

Adaptive histogram equalization is a powerful tool for improving the quality of 

thermal images. It allows you to extract maximum information from the data obtained 

and make it more understandable for analysis. 

You can use the contrast-limited adaptive histogram equalization (CLAHE) 

method. CLAHE is an improved version of AHE that limits contrast enhancement for 

each region, avoiding excessive noise amplification. In CLAHE, a histogram is 

calculated for each region, but there is a limit on the maximum number of pixels that 

can be transferred to a certain range of intensity values. 

CLAHE (Contrast Limited Adaptive Histogram Equalization) algorithm 

visualization on Fig. 15: 

1. Image segmentation into blocks. The input image is divided into uniform 

blocks (tiles) of fixed size. This allows local contrast enhancement instead of global 

processing. 

2. Calculation of the histogram for each block. For each tile, a brightness 

distribution histogram is formed, which reflects how often certain intensity levels occur 

in this local region. 

3. Clipping the histogram. Histogram bin values that exceed the set threshold (clip 

limit) are reduced to the maximum allowed level. The excess (“clipped excess”) is 

distributed evenly among all bins, which avoids excessive contrast enhancement and 

noise. 

4. Local histogram equalization. For each block, a cumulative distribution 

function (CDF) is calculated based on the adjusted histogram. The pixel values in the 

block are transformed according to the CDF, which ensures a more uniform brightness 

distribution and improved local contrast. 

5. Bilinear interpolation between blocks. To avoid sharp transitions between the 

boundaries of neighboring blocks, bilinear interpolation is used for pixels in transition 

areas. This ensures a smooth merge of regions with different contrast levels and 

prevents the appearance of artifacts. 
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6. Formation of the final image. After processing all blocks and applying 

interpolation, the results are combined into a final image that has enhanced local 

contrast and preserves the naturalness and smoothness of tonal transitions.  

 

Fig. 15 - Contrast Limited Adaptive Histogram Equalization algorithm visualization 

 

The CLAHE method is an excellent choice for improving the contrast of thermal 

images of military equipment. CLAHE allows you to enhance the contrast in each local 

area of the image, which is especially useful for heterogeneous thermal signatures of 

military equipment (e.g., hot engines, cold metal surfaces). The method prevents 

oversaturation of bright areas, allowing details to be preserved in high-contrast areas. 

CLAHE can help reduce the impact of noise that is often present in thermal images. 

Small details such as weapons, antennas, or people near equipment become more 

visible. 

Contrast-limited adaptive histogram equalization (CLAHE) has a number of 

advantages over the classical histogram equalization method. One of the main 

advantages is the ability to preserve local image details: CLAHE increases the contrast 

in each individual area without negatively affecting other parts of the image. This is 
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especially important when processing thermal portraits, where small details can contain 

critical information about objects or anomalies. 

Another advantage is that it is less prone to artifacts, such as sharp brightness 

drops at block boundaries, which often occur when using classical histogram 

equalization. CLAHE allows for smoother contrast changes, providing a more natural 

look to the processed image. In addition, this method adapts better to uneven lighting 

and heterogeneity of thermal signatures of objects, which makes it especially useful for 

analyzing complex thermal scenes, where the temperature of different areas can vary 

significantly. Thanks to these properties, CLAHE is an effective tool for improving the 

quality of thermal images and the accuracy of their further processing. 

The CLAHE method is a powerful tool for improving the quality of thermal 

images of military equipment. It allows you to obtain more detailed and contrasting 

images, which facilitates their analysis and interpretation. 

Contrast and brightness correction are important steps in thermal imaging 

processing because they improve the visibility of objects against the background. The 

histogram equalization method is useful for general contrast enhancement, but it can 

lead to loss of detail in the extreme areas of the image. Adaptive histogram equalization 

and CLAHE allow for more precise contrast adjustment for local areas, which is 

especially useful for complex thermal maps with significant temperature variations. 

Recognizing and highlighting objects in thermal images is an important step in 

data processing. When analyzing thermal maps, it is important to correctly select 

objects such as people, vehicles, equipment, etc., so that they can be tracked, classified, 

or used for further tasks such as forecasting or analyzing thermal anomalies. Various 

segmentation and contour selection methods are used for this purpose. 

Image segmentation is the process of dividing an image into separate areas or 

segments that share common properties such as color, intensity, or texture. For thermal 

images, segmentation methods based on temperature thresholds are most often used , 

since thermal objects usually have a higher or lower temperature than the background. 

Threshold segmentation is a basic method that involves determining whether each 

pixel in an image belongs to an object or the background, depending on its temperature 
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value. If the temperature of a pixel exceeds a certain threshold, that pixel is considered 

part of the object. If the pixel temperature is below the threshold, the pixel belongs to 

the background. 

The threshold segmentation algorithm is one of the simplest and most common 

methods for processing thermal images. At the first stage, a temperature threshold 

(Tthreshol)d is determined, which can be set manually or calculated using statistical 

methods, for example, from the analysis of the temperature histogram in the image. 

After setting the threshold, each pixel is processed individually: if the pixel intensity 

𝐼𝐼(𝑥𝑥, 𝑦𝑦 ) is equal to or exceeds the threshold, it belongs to the object, and if the intensity 

is less than the threshold, the pixel belongs to the background. 

The main advantages of this approach are the simplicity of implementation and 

high processing speed, which makes it attractive for real-time tasks or processing large 

arrays of thermal images. At the same time, the algorithm has certain limitations. 

Accurately setting the threshold is critical, since an incorrect value can lead to incorrect 

selection of objects or inclusion of parts of the background in the segmented area. In 

addition, the method is not effective in cases where the temperature of the object and 

the background are very close, as this makes it difficult to separate them and can reduce 

the accuracy of classification. 

Adaptive segmentation is a more flexible method than threshold segmentation. In 

this case, the temperature threshold is determined not for the entire image, but for each 

local area separately. This allows you to take into account different lighting conditions 

or different temperature fluctuations in different parts of the image. Local thresholds 

can vary depending on the temperature dynamics in the frame, which makes the method 

more resistant to changes in shooting conditions. 

Adaptive segmentation algorithm is an effective method for processing thermal 

images, as it allows to take into account local changes in temperature intensity in 

different parts of the scene. At the first stage, the image is divided into small areas, for 

example, 8x8 or 16x16 pixels in size. For each of these areas, a local threshold Tlocal is 

calculated, which can be defined as the average temperature value, median or other 

value calculated using adaptive methods. 
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After determining the local thresholds, the pixels in each area are segmented. 

Pixels whose temperature exceeds the local threshold are attributed to the object, while 

pixels with a temperature below the threshold are attributed to the background. This 

approach allows for more accurate object separation, especially in cases where the 

temperature of different parts of the scene is significantly different or there are local 

anomalies. 

The advantage of adaptive segmentation is the ability to take into account local 

differences in temperature intensity, which increases the algorithm's resistance to 

changes in lighting, thermal noise or anomalies in thermal images. However, this 

method has a higher computational complexity compared to standard threshold 

segmentation. In addition, the choice of region size is critical: regions that are too large 

can lead to smoothing of small objects, and regions that are too small can lead to 

increased noise. Therefore, adaptive segmentation requires a balance between object 

detection accuracy and computational efficiency. 

Once objects have been segmented, the next step is to clearly highlight them in 

the image. Edge detection allows you to obtain clear boundaries of objects, which is 

important for their further classification and analysis. One of the most common 

methods for edge detection is the Canny Edge Detection method, which is a classic 

approach to determining edges in images. 

The Kenny edge detection algorithm is one of the most widely used approaches 

to extracting features from images due to its high accuracy and noise immunity. In the 

first step, the image is smoothed using a Gaussian filter, which reduces noise and 

removes small details that can create false edges. This is a preparatory step necessary 

to increase the reliability of subsequent analysis. 

In the second step, the gradient is calculated for each pixel to determine the 

direction of the sharpest intensity change. Sobel or Prewitt operators are commonly 

used for this purpose, as they allow computing the horizontal and vertical components 

of the gradient. This step makes it possible to identify areas of rapid intensity variation, 

which typically correspond to object edges. 

Next, two thresholds—high and low—are applied. Pixels whose gradient 
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magnitude exceeds the high threshold are classified as edge pixels, while those below 

the low threshold are discarded. Pixels with gradient values between the thresholds are 

included in the contour only if they are connected to strong-edge pixels (those above 

the high threshold). This hysteresis-based approach improves the stability of contour 

detection and reduces the impact of noise. 

Finally, fine smoothing may be applied to the extracted contours to eliminate 

minor artifacts caused by small local fluctuations in intensity. The Canny method 

(referred to here) is valued for its ability to sharply delineate object boundaries and 

maintain robustness when processing noisy or complex thermal images. At the same 

time, its limitations include difficulty detecting weak or low-contrast contours and 

sensitivity to the selected threshold parameters, which must be carefully tuned for 

optimal performance. 

The impact of contrast enhancement on the quality of edge extraction, especially 

when applying the Contrast Limited Adaptive Histogram technique, is illustrated in 

Figure 16. As shown, the improved local contrast achieved through CLAHE enables 

the Canny detector to identify edges more accurately and consistently, enhancing the 

stability of contour extraction in thermal imagery and revealing object boundaries that 

would otherwise remain indistinct. 

 

Fig. 16 - Canny Edge Detection Method Example 

 

Threshold segmentation is a basic method, but for more complex situations, 

adaptive segmentation, which takes into account local temperature variations, is more 
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effective. Contour detection, particularly using the Kenny method, enables the 

acquisition of clear object boundaries, which enhances their subsequent processing and 

analysis. 

Image geometry correction is a crucial step in thermal imaging data processing, 

as thermal imaging cameras can be installed at varying angles or in conditions where 

the image is not uniform. This can lead to distortion of object proportions or incorrect 

display of temperature values. To achieve accurate results and maintain correct 

proportions and temperature measurements, image geometry correction methods must 

be applied, in particular perspective correction and calibration. 

Perspective correction is necessary when the thermal imager is positioned at an 

angle to the observed object. In such cases, the image of the object may be distorted: 

straight lines may appear curved or uneven, and the proportions of objects may change. 

For example, if the thermal imager is not directed directly at the object, but at an angle, 

the front parts of the object will appear larger than the rear parts, which distorts the 

correct proportions. 

The perspective correction algorithm is a crucial tool in thermal image processing, 

as it enables the restoration of the correct geometry of objects distorted by the camera's 

viewing angle. The first step of this algorithm is to determine the corresponding points 

in the image. These are pixels or characteristic elements that have known geometric 

properties or are easily identified, for example, object corners, lines or borders. The 

selection of such points is critical, since it is on their basis that distortion correction 

will be carried out. 

After determining the corresponding points, a perspective transformation is 

applied, which changes the coordinates of the image pixels so that the specified points 

are in the correct positions. This transformation is described by a matrix that defines 

how the coordinates of each pixel of the original image are transformed to achieve the 

correct appearance. As a result of processing, the image acquires the proper proportions 

and geometry of objects, which significantly facilitates further classification and 

analysis of thermal portraits. 

The basic formula for perspective transformation is as follows: 
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Where: 

    • x, y, z — coordinates of the pixel in the original image,  

    • x', y', z' — coordinates of the pixel in the corrected image, and matrix  

    • H is the homography matrix, which defines the transformation for perspective 

correction. 

Applying a homographic matrix to an image is an important step in perspective 

correction, especially in cases where objects in thermal portraits are distorted due to 

the shooting angle. After calculating the homographic matrix, it is applied to each pixel 

of the image, which allows you to obtain a corrected picture with the correct 

proportions and geometry of objects. This is especially useful for analysis and 

classification, as it allows you to accurately estimate the size, shape, and relative 

location of targets. 

Among the main advantages of this approach is the correction of distortions 

caused by the viewing angle, as well as the restoration of reliable proportions of objects 

in the image. This increases the accuracy of further analysis and makes the 

classification results more reliable. At the same time, the use of a homographic matrix 

has certain limitations. For high-quality correction, it is necessary to accurately 

determine the corresponding points in the image, which can be difficult in the case of 

low-contrast or fuzzy thermal portraits. In addition, the transformation sometimes leads 

to the loss of some information at the edges of the image, which should be taken into 

account when processing large or important areas of the scene. 

Calibrating a thermal imager is the process of adjusting temperature 

measurements to account for factors that can affect the accuracy of the results, such as 

ambient temperature, object type, or the settings of the thermal imager itself. 

Thermal imagers work by detecting infrared radiation emitted from objects. 

However, different objects can emit infrared waves differently, depending on their 

material, condition, and other factors. Calibration allows these factors to be taken into 

account and ensures the accuracy of temperature measurements. 
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The ambient temperature can affect the measurement results, as the thermal 

imager itself can also heat up, or its sensor may have an offset that depends on the 

temperature in its environment. Calibration allows these effects to be reduced or 

eliminated. 

Thermal imagers may have different sensitivities to materials, as different 

materials have different emission coefficients. Calibration helps to take these 

characteristics into account and adapt the thermal imager to different types of surfaces. 

Special calibration standard objects, such as black bodies with a known 

temperature or special test plates with specific properties, can be used for calibration. 

They are used to compare the results of the thermal imager and ensure the accuracy of 

measurements. 

After identifying errors and deviations, correction factors are applied to change 

the measured temperature to match the actual value. This may include corrections 

based on ambient temperature, material, or viewing angle. 

After calibration, the thermal imager is periodically checked and adjusted to 

ensure consistent measurement accuracy, as factors such as ambient temperature can 

change over time. 

Calibration of thermal imaging systems is an important step in ensuring the 

accuracy of measuring the temperature of objects in different conditions. One of the 

main advantages of calibration is the ability to obtain reliable temperature readings, 

regardless of external factors or operating conditions. It allows you to take into account 

various operating parameters of the thermal imager, as well as the material properties 

of the objects being observed, ensuring a more accurate interpretation of thermal 

portraits and increasing the reliability of the analysis results. 

However, calibration also has certain limitations. The procedure requires 

specialized equipment and time, which can make it difficult to carry out in field 

conditions or in operational mode. In addition, re-calibration may be required for each 

new situation or new object, since changing conditions or properties of the observed 

object can affect the accuracy of measurements. Thus, although calibration 

significantly increases the accuracy of thermographic data, its application requires 
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careful planning and resources. 

Perspective correction helps restore the correct proportions of objects, even if the 

thermal imager is at an angle to the object, and calibration ensures the accuracy of 

temperature measurements, taking into account various factors such as ambient 

temperature and material properties of objects. 

Improving image quality is an important aspect of video processing, especially 

for thermal images, which often suffer from low resolution or insufficient detail. To 

address these issues, interpolation and super-resolution techniques are used to enhance 

image quality while preserving important details. 

Spatial interpolation is used to increase the number of pixels in an image, thereby 

improving its resolution. This process allows for greater detail by adding new pixels 

between existing ones, creating an image with higher resolution. 

Interpolation methods: linear interpolation, bicubic interpolation, nearest 

neighbor interpolation. 

Linear interpolation uses the average value between neighboring pixels to 

calculate a new pixel. This is a simple method that gives more or less uniform results, 

but may not be accurate enough for images with great detail. 

Pixel interpolation is a crucial technique in image processing, particularly for 

enhancing resolution and smoothing pixel transitions. For two pixels, p1 and p2, the 

calculation can be performed in different ways, depending on the chosen interpolation 

method. One of them is bicubic interpolation, which uses four pixels instead of the two 

used in bilinear interpolation. This enables smoother transitions and better preservation 

of image details, particularly when the image features highly detailed objects. Although 

bicubic interpolation is more computationally demanding, it provides high-quality 

processing and is often used to enhance thermal portraits, where preserving minor 

thermal differences is essential. 

Another, more straightforward approach is nearest neighbor interpolation, in 

which a new pixel copies the value of the closest available pixel. This method is faster, 

but can result in coarse pixel transitions and loss of detail, which limits its effectiveness 

for high-precision thermal image analysis tasks. 
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The main advantages of interpolation methods are the ability to obtain smoother 

and more detailed images, with bicubic interpolation being particularly effective when 

working with highly detailed frames. Disadvantages include increased processing time, 

especially for large images, and the fact that if artifacts are present in the original 

photos, interpolation may not yield ideal results, sometimes exacerbating existing 

distortions. 

Super-resolution is a method that increases the resolution of an image or video by 

analyzing multiple frames or images. This method allows you to recover details that 

are missing due to the limited resolution of the original image. Super-resolution often 

utilizes multiple images to gather more information and create a higher-resolution 

image with greater detail. 

Multi-frame super-resolution: In this approach, multiple frames of the same object 

or scene are analyzed to gather additional information about details that may be lost in 

a single image. By comparing these frames, algorithms can extract missing information 

and create new pixels to increase the resolution. 

Frame registration (or alignment) algorithms are used for precise image 

positioning, enabling high accuracy when combining frames. 

Deep learning-based super-resolution: Recently, super-resolution methods that 

utilize neural networks to analyze images have gained popularity. Neural networks can 

learn from large image datasets to restore missing details and increase image 

resolution. Algorithms such as SRGAN (Super-Resolution Generative Adversarial 

Network) use a generative adversarial network approach to generate high-quality 

images. 

Multi-frame super resolution: This method utilizes multiple frames of the same 

object or scene, taken from different angles or under varying lighting conditions. 

Algorithms collect information from each frame to improve the overall image quality 

by increasing its resolution. 

Super-resolution thermal image processing offers several advantages that make it 

a valuable tool for enhancing the quality of thermal portraits. Thanks to super-

resolution processing methods, it is possible to obtain high-quality images even with 
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limited sensor resolution. Deep learning-based algorithms are particularly effective, as 

they can restore details that are difficult or impossible to recover using traditional 

image processing methods. This enables more accurate object detection, analysis of 

their shape and structure, and enhances the reliability of subsequent classification. 

At the same time, super-resolution processing has certain limitations. It requires 

significant computing resources, particularly when working with large datasets or 

utilizing deep neural networks. In addition, the quality of the final result largely 

depends on the source frames: if the image is severely degraded or contains artifacts, 

the restored details may be inaccurate, which limits the effectiveness of the method 

under challenging conditions. Thus, although super-resolution processing significantly 

improves the quality of thermal images, its application requires a balanced approach 

that considers both computational resources and the quality of the source data. 

Interpolation and super-resolution are potent tools for enhancing the resolution 

and detail of images, particularly in low-quality or low-resolution conditions. Spatial 

interpolation helps increase the number of pixels and improve detail, while super-

resolution allows for increased resolution through the analysis of multiple frames or 

the use of neural networks. These methods can significantly improve image quality and 

make images more accurate for further study and recognition. 

Integrating data from different sensors is a crucial step in enhancing the accuracy 

of information processed by a single sensor, such as a thermal imager. Since each type 

of sensor has its limitations, combining data from different sources can compensate for 

these shortcomings and provide a more accurate and comprehensive picture of the 

situation. This is especially important in situations where it is necessary to accurately 

detect, identify, or track objects, such as in military, security, or search-and-rescue 

scenarios. 

In many cases, a combination of different sensor types is used to obtain more 

accurate data about the environment or the objects being observed. For example, 

objects can be detected or identified using a thermal imager. Still, for more precise 

identification and classification, it is advisable to combine this data with other sources, 

such as optical cameras, radar systems, lidar, or acoustic sensors. 
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CHAPTER 4 
FEATURES OF COMBINING OPTICAL AND THERMAL APPROACHES 

IN EQUIPMENT DETECTION AND CLASSIFICATION TASKS 
 

Optical cameras capture images within the typical visible spectrum, enabling a 

clear picture of objects in real-time. They help to better identify objects by providing 

more context and detail that may be lacking in thermal images, especially in low-

temperature contrast conditions. For example, in low-light conditions or poor visibility, 

thermal imagers may be less effective, whereas optical cameras can provide high-

quality images under certain lighting conditions. 

Radars use electromagnetic waves to detect objects, even in challenging weather 

conditions (such as rain, fog, or snow). They enable the detection of objects at long 

distances and are highly resistant to atmospheric influences. Radars can be particularly 

useful for detecting large or difficult-to-see objects such as aircraft, cars, or ships, as 

their ability to operate in all conditions provides essential information that cannot be 

obtained with thermal imaging cameras or optical cameras. 

Lidar (Light Detection and Ranging) uses laser pulses to determine the distance 

to objects and create three-dimensional maps of the surrounding environment. This 

sensor provides accurate data on the shape, size, and location of objects, which is 

essential for building 3D models of the territory or for studying complex objects such 

as buildings or landscapes. Lidar can complement thermal imaging data, especially in 

cases where accurate distance measurement or object dimensions are required. 

Combining data from different sensors, also known as sensor fusion, is a crucial 

step in achieving more accurate and reliable results. Sensor fusion involves processing 

data obtained from various sources to achieve more accurate results. 

The correlation method is one of the simplest ways to integrate data. It involves 

correlating data from different sensors based on similar features or parameters. For 

example, thermal images and images from an optical camera can be processed to find 

common points based on similar structures or shapes. 

Kalman filtering is a powerful mathematical method that enables the combination 

of data from different sources, taking into account not only accurate measurements but 
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also the uncertainties associated with each source. The Kalman filter enables the 

estimation of an object’s state by combining data from sensors in a manner that 

minimizes the impact of errors and noise in each source. This is especially useful when 

using sensors with different accuracies and sensitivities. 

For more complex scenarios, machine learning algorithms are often used to 

analyze and integrate data from multiple sensors automatically. For example, neural 

networks can be used to study patterns and properties of objects that different sensors 

can detect and to make decisions based on multi-sensor data. 

Combining different sources of information reduces errors that can occur when 

using only one type of sensor. For example, objects that are difficult to see in a thermal 

image can be clearly identified using data from an optical camera or radar. 

The integration of various sensors enables operation in diverse conditions. If one 

sensor (e.g., an optical camera) cannot operate in darkness or poor visibility, other 

sensors, such as radar or thermal imaging, can fill the gap. 

In conditions where a single sensor may be prone to noise or emissions, sensor 

fusion enables a more stable and reliable image or data by combining multiple sources 

of information. 

Processing and synchronizing data from multiple sensors can be computationally 

complex and resource-intensive, which can slow down the processing. Proper 

integration requires the use of complex algorithms that can accurately process and 

combine data from different sources, necessitating high precision and in-depth 

knowledge in the fields of signal processing and machine learning. 

Integrating data from multiple sensors is a powerful tool for enhancing object 

detection accuracy and situational analysis. Combining thermal imaging data with 

other sensors, such as optical cameras, radar, or lidar, provides a more comprehensive 

and accurate picture, thereby reducing the likelihood of errors and enhancing the 

reliability of the results. Sensor fusion not only enhances detection efficiency but also 

provides improved adaptation to various operating conditions. 

Developing an interface for displaying results is an essential step in creating an 

effective system for processing data obtained from thermal imaging cameras. The 
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primary purpose of such an interface is to provide the user with clear, convenient, and 

intuitive information. This may include thermal map visualization, object tracking, and 

additional features that allow the user to quickly and effectively respond to situations 

that require attention. 

Thermal maps are the primary method for visualizing temperature data obtained 

from thermal imaging cameras. They allow you to clearly see temperature fields and 

highlight areas with elevated or reduced temperatures. The interface for displaying 

such maps should be simple, yet contain all the necessary tools for accurate analysis. 

Thermal maps use different colors to represent temperature values, where red or 

yellow usually represent high temperatures and blue represents low temperatures. The 

palette must be clearly visible and understandable to the user. Determining the correct 

contrast between colors enables the highlighting of essential temperature anomalies. 

Each thermal map should indicate which temperatures correspond to specific 

colors. For example, the scale ranges from 0°C to 100°C, where each color on the map 

corresponds to a particular temperature within this range. For accuracy, the interface 

should have a temperature scale displayed next to the map. 

For user convenience, areas with elevated temperatures or anomalies should be 

automatically highlighted or illuminated. This may include the automatic marking of 

objects such as equipment, people, or other potentially essential objects that stand out 

against the background due to temperature changes. 

Heat maps can be dynamic, meaning they are updated in real-time with new data. 

The interface should be designed to allow users to observe changes in temperature 

fields without delay, with the ability to zoom in and analyze specific points. 

The user should be able to interact with the thermal map, for example, by changing 

the scale, moving the image, zooming in or out on specific areas of the image. The 

interface may include functions for saving or exporting maps in various formats (e.g., 

.png, .jpg, .tiff). 

Tracking objects in thermal images is crucial for monitoring and predicting their 

movement. To achieve this, it is necessary to develop an interface that enables tracking 

the movement of objects across frames and provides real-time predictions of their 
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movement. 

The first step in tracking is to identify objects that require attention in each frame. 

This may include automatic object detection based on temperature anomalies or 

contour analysis. For more complex situations, computer vision or machine learning 

methods can be used for more accurate identification. 

Tracking algorithms, such as the Kalman filter or the SORT (Simple Online and 

Real-time Tracking) algorithm, enable the tracking of an object's movement from 

frame to frame, even when the object temporarily disappears or moves quickly. This is 

important for accurately identifying its trajectory and predicting its next position. 

The user should be able to see not only the current position of the object, but also 

its previous trajectories on a heat map. This can be done using different colored lines 

or markers that show the movement of the object over a specific period of time. 

Additionally, the system can integrate prediction algorithms that forecast the 

future location of an object based on its current movement. This can be useful for 

monitoring decisions or for taking operational measures in situations where a quick 

response is essential. 

The user should be able to configure tracking parameters, including selecting 

objects for tracking, changing algorithms, and filtering objects by specific criteria (e.g., 

temperature values or sizes). Also, the interface should allow you to turn on or off 

tracking of individual objects, as well as provide statistics on their movement (speed, 

direction, predicted location). 

To make the system user-friendly, the interface should include interactive features 

for detailed analysis of detected objects and their movement: 

Zooming and panning allow the user to enlarge the image for a more accurate 

analysis of specific areas. 

The ability to select a specific time interval for displaying data, which makes it 

possible to analyze changes over a given period. 

The interface can include functions for automatically highlighting abnormal 

temperature changes, enabling the user to draw attention to important details quickly. 

Visualization of heat maps helps users clearly see temperature fields, and object 



Intelligent methods for building an ontological knowledge base for classifying thermal portraits of targets                    

                                      ISBN  978-3-98924-119-0  MONOGRAPH                                                                                                       87 

tracking enables them to track the movement of objects in real-time, which is helpful 

for monitoring and forecasting. The interface should be intuitive and include flexible 

configuration features, allowing the system to be adapted to different conditions and 

user needs. 

Optimizing algorithms for real-time operation is a critical aspect of developing 

systems that must process large amounts of data, such as thermal imaging cameras or 

machine learning-based systems. In real time, the algorithm must process data instantly 

to ensure accurate results without delay. This requires the development of effective 

methods that optimize both the speed and accuracy of data processing. One way to 

achieve these goals is to use specialized hardware and machine learning algorithms. 

One of the most effective ways to optimize algorithms for real-time performance 

is to utilize hardware that significantly accelerates data processing. Essential 

components of hardware acceleration are graphics processing units (GPUs) and 

distributed computing systems, which can process large amounts of data much faster 

than traditional central processing units (CPUs). 

Graphics processing units (GPUs) are specialized chips initially designed to 

process graphics, but have since proven highly effective for parallel computing.  

Thanks to their large number of computing cores, GPUs are capable of processing 

thousands of data streams simultaneously, making them ideal for tasks that require high 

processing speeds, such as real-time video or image processing. 

GPUs can perform thousands of operations simultaneously, which speeds up the 

processing of large amounts of data. This is important for image processing tasks, 

where each pixel may require separate processing. 

Thanks to their specialized architecture, GPUs can be significantly faster than 

traditional CPUs in tasks that require a large number of calculations to be performed 

simultaneously. 

GPUs are widely used for training neural networks due to their ability to process 

large data sets and perform the mathematical operations required for model training. 

For a system that processes video streams from thermal imaging cameras, a GPU 

can be utilized to accelerate operations such as image filtering, segmentation, object 
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detection, and complex computations on large datasets in real-time. A GPU allows each 

video frame to be processed without significant delays, which is necessary for real-

time applications. 

Another way to optimize algorithms for real-time is to use distributed computing 

systems. Distributed systems utilize multiple computers or servers to process data 

simultaneously, thereby significantly increasing computing power. 

With distributed computing, you can scale the system according to the amount of 

data. This means that you can add new computing power as needed to handle large 

amounts of data. 

Distributed systems can be more reliable because if one component fails, the 

system continues to operate on other computers. 

By distributing computing tasks across multiple machines, processing time can be 

significantly reduced. 

In systems that analyze video in real-time, distributed computing systems can 

process different video frames on other machines, thereby reducing the time required 

to process a large video stream. 

Machine learning and neural networks are powerful tools for detecting and 

classifying objects in images or videos. The use of machine learning algorithms enables 

the automation of object analysis and classification, significantly improving the 

accuracy and speed of real-time data processing. 

Neural networks, particularly convolutional neural networks (CNNs), are widely 

used for image processing because they are capable of detecting complex patterns and 

structures in data. For real-time video processing, neural networks can be utilized to 

automatically detect objects, classify them, and predict their movement trajectories. 

Neural networks can learn independently from large data sets, allowing them to 

improve the accuracy of object classification and detection over time. 

Neural networks can be configured to solve a variety of tasks, including object 

detection, image segmentation, and prediction. 

Networks can work with large datasets and process information in real-time when 

using appropriate hardware, such as GPUs. 
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A neural network can be trained on thermal imaging camera images to detect 

objects such as people, vehicles, or equipment. Once trained, this network will be able 

to automatically classify and detect objects in new frames from thermal imaging videos 

in real-time. 

In addition to neural networks, other machine learning algorithms, such as support 

vector machines (SVMs), decision trees, and clustering algorithms, can also be used to 

process video streams in real-time. These methods may be less computationally 

intensive but are also effective for rapid classification or detection of objects. 

Some machine learning algorithms may be less computationally intensive, 

allowing them to be used for real-time applications with limited resources. 

Algorithms such as SVM can be efficient for tasks with a limited number of 

classes or low accuracy requirements. 

For object classification tasks in thermal images, clustering or decision tree 

methods can be employed, which enable the rapid processing of data and the separation 

of objects from the background. 

Optimizing algorithms for real-time operation is an essential component for 

systems that process large amounts of data, such as video streams from thermal 

imaging cameras. The use of specialized hardware, such as GPUs and distributed 

computing systems, can significantly speed up processing and reduce latency. Machine 

learning algorithms, particularly neural networks, are powerful tools for automating 

real-time object detection and classification processes. As a result, these methods allow 

for high accuracy and speed in processing thermal imaging data. 

The development of an ontological model of thermal portraits of targets is a 

crucial component of modern technologies employed in military and reconnaissance 

systems, enabling the identification and tracking of objects using thermal cameras. 

Thermal portraits of targets provide accurate data on the temperature distribution of 

objects, allowing for the determination of their type, size, location, and other 

characteristics, which can be helpful for informed operational decisions. 

In this context, the ontological model serves as a knowledge structure that 

formalizes various concepts, properties, and relationships within the domain of thermal 
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portraits. It enables the organization of information about targets, their thermographic 

characteristics, and behavior, while maintaining the ability to adapt and integrate with 

other systems. 

The ontology developed to describe thermal portraits of objects contains a number 

of characteristic features that ensure a structured and unambiguous representation of 

knowledge. It provides a formal description of the types of objects that can be captured 

by thermal imaging devices: technical systems and equipment, living organisms, 

natural objects, or special targets, each of which has its own characteristic thermal 

properties. For each class, thermal characteristics are determined — typical 

temperature ranges, maximum and minimum values, thermal radiation intensity, and 

other indicators that reflect the state and activity of the object and can be used for its 

further recognition. 

An important component of ontology is the consideration of temporal dynamics. 

Thermal parameters are described as quantities that can change over time depending 

on the movement of the object, its acceleration, changes in the environment, or 

technical condition. This allows you to model thermal trajectories, analyze heating or 

cooling patterns, and predict future thermal states based on the data obtained. Spatial 

characteristics are also integrated into ontology: thermal indicators are linked to 

coordinates in two- or three-dimensional space, which makes it possible to take into 

account the context of the terrain, the movement of objects, and their interaction with 

the geographical environment. 

A separate aspect is the description of external factors that affect the thermal 

properties of objects. Meteorological conditions such as air temperature, humidity 

level, or wind strength, as well as illumination and time of day, can significantly alter 

the thermal image. Ontology also takes into account obstacles or masking materials 

that can distort the thermal signal. All these elements create an integrated model that 

reflects the complex structure of thermal portraits and allows the construction of 

intelligent systems for automated processing, analysis, classification, and prediction of 

object behavior in thermal imaging systems. 

This ontological model allows the creation of systems for automatic analysis and 
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detection of threats in real time, and can also be integrated with other intelligent 

systems for more accurate decision-making on the battlefield or in other applications. 

The main goal of this approach is to ensure high accuracy and efficiency of target 

detection, identification, and classification processes using thermal images. This opens 

up new opportunities for automated monitoring and control systems, reducing the load 

on the operator and increasing the speed of response in critical situations. 

The task of developing a method for detecting and recognizing military equipment 

using video surveillance with thermal imaging channels is important for improving the 

safety and effectiveness of monitoring in low visibility conditions or at night. The 

development of a method for detecting and recognizing military equipment based on 

thermal imaging video is a relevant and promising area of research, as the use of such 

technologies can significantly improve the efficiency of monitoring and identifying 

objects in difficult conditions. 

The main stages of this method can be as follows: 

1. Data collection and preparation - a critically important stage, as the quality and 

diversity of video material determines the effectiveness of the future method. 

You can create your own database by shooting video from different angles and 

in different weather conditions. It is also worth using public data available 

through scientific papers or open sources. Data annotation must be performed 

to properly prepare machine learning models. This can be done manually or 

semi-automatically using annotation tools such as LabelImg or VGG Image 

Annotator. Additionally, it is important to preprocess the data, including 

downsampling, normalization, and increasing the amount of data using 

augmentation techniques such as rotation, scaling, or brightness adjustment. 

2. Feature extraction - focuses on effectively extracting important features from 

videos that help identify and classify UAVs. Manual feature construction can 

include statistical features, textural features (e.g., LBP, HOG), and formal 

features such as aspect ratio or object compactness. Automatic feature learning 

using deep neural networks allows for more accurate and high-level features. 

For example, convolutional neural networks (CNN) are well suited for effective 
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feature extraction from images, while recurrent neural networks (RNN) are 

well suited for capturing temporal dependencies in videos. 

3. Object recognition - Machine learning or deep learning algorithms, such as 

neural networks for classifying objects based on thermal images. Use a pre-

trained model to classify objects to distinguish UAVs from other possible heat 

sources. Traditional methods such as k-nearest neighbors (KNN), linear 

discriminant analysis (LDA), or support vector machines (SVM) can be used 

at the classification stage. However, deep learning will be more effective for 

achieving greater accuracy and adaptation to complex conditions. Using CNNs 

with different architectures, such as VGG, ResNet, or EfficientNet, will allow 

for accurate object classification. Additionally, recurrent neural networks 

(RNNs) with LSTM or GRU cells can be utilized for video processing and 

analyzing temporal dependencies. 

4. Analysis of results and decision-making - Evaluate the results using post-

processing methods, such as spatial filters and tracking algorithms, to verify 

the correctness of object detection—outputting results for further processing or 

use in control and management systems. 

5. Testing and validation - Testing the system in real-world conditions to verify 

its effectiveness. Adjusting system parameters based on the data obtained to 

improve detection and recognition accuracy. 

These steps and approaches will help create a reliable and effective system for 

detecting and recognizing OVT based on thermal imaging video, which will be helpful 

for numerous applications in the field of security and military technology. 

The development of algorithms for preprocessing video streams obtained from 

thermal imaging cameras is key to improving the effectiveness of automated 

surveillance systems. Specifically, key steps include data collection and preparation, 

noise reduction, and contrast and brightness adjustment. These stages significantly 

improve image quality, which in turn helps to ensure accurate object detection. 

The use of various filtering methods, such as median and Gaussian filters, as well 

as low-frequency filtering, allows for the elimination of sporadic noise and high-
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frequency artifacts. Contrast correction methods, such as histogram equalization and 

adaptive histogram equalization, enhance the visibility of objects in images, facilitating 

more accurate detection of temperature anomalies, which is crucial for further analysis. 

Integrating data from various sensors, including thermal imagers, optical cameras, 

and radars, enhances the system's accuracy and reliability in conditions of limited 

visibility. Interpolation and super-resolution techniques enhance image resolution, 

enabling more detailed and clearer thermal maps. This significantly improves the 

ability of surveillance systems to detect objects and anomalies in real-time. 
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Summary and conclusions 
 

We analyzed the main innovative approaches to classifying thermal portraits of 

targets, which include the use of modern machine learning and deep learning methods, 

particularly neural networks such as CNN, that enable the detection of complex thermal 

signatures and patterns invisible to traditional methods. A crucial aspect is the 

application of filtering and deconvolution techniques to minimize noise and improve 

image quality, thereby preserving essential information about the temperature 

characteristics of objects. Integrating data from various sensors, including thermal 

cameras, radars, and satellites, enhances classification accuracy. Utilizing ontologies 

to structure knowledge improves interpretation and interaction with systems. In 

addition, multi-task learning and adaptive learning methods enable systems to 

continuously improve based on new data continuously, thereby significantly enhancing 

real-time performance. 

An algorithm has been developed for preprocessing video streams obtained from 

thermal imaging cameras, a crucial step in processing thermographic data. Thermal 

imaging cameras enable the capture of images that reflect the temperature fields of 

objects under various conditions, which is essential to applications in military 

equipment, security systems, search and rescue operations, and more. 

The development of methods for processing video streams from thermal imaging 

cameras is a crucial step in enhancing the effectiveness of automated surveillance 

systems, particularly in low visibility and challenging weather conditions. The use of 

various filtering algorithms, such as median and Gaussian filters, allows the 

elimination of noise and artifacts that may occur during shooting, thereby improving 

image quality. Contrast and brightness correction, particularly through histogram 

equalization and adaptive histogram equalization, enhances image clarity and 

facilitates more accurate detection of objects and anomalies. Integrating data from 

various sensors, such as thermal imagers, optical cameras, and radars, provides a more 

precise picture, compensating for the limitations of individual sensors and enhancing 

the accuracy of real-time object detection. Interpolation and super-resolution 
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techniques enhance image resolution, providing additional detail for further analysis 

and decision-making. 
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